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[bookmark: _Toc524187559][bookmark: _Toc473190644][bookmark: _Toc500949091]6.30	Solution #30 
[bookmark: _Toc524187560]6.30.1	Description
6.30.1.4 5GS support for TSN traffic scheduling
The IEEE Std 802.1Qbv standard specifies scheduled traffic for thus equips IEEE 802.1Q bridges with a capability to provide bounded low latency with bounded packet delay variation, which is essential for most Vertical services, e.g., Industry automation. Note that 802.1Qbv is part of IEEE Std 802.1Q-2018. In the case when 802.1Qbv is applied in the TSN domain, the 5GS virtual bridge performs scheduling on its corresponding egress ports according to the 802.1Qbv specification. The essence of 802.1Qbv scheduling is that the frame transmission from each queue (associated to a Traffic Class – TC) is scheduled relative to a known timescale. In order to achieve this, a transmission gate is associated to each queue; the state of the gate determines whether or not a queued frame can be selected for transmission. The gate has two states: open and close.  A gate control list is associated with each port contains an ordered list of gate operations. Each gate operation updates the transmission gate state for the gate associated with the queues of the according to a scheduled time. The period of the time over which the sequence of gate operations in the gate control list repeats called gating cycle. The 802.1Qbv standard specifies a list of parameters (Gate Parameter Table) that supports the enhancement of scheduled traffic.  In the IEEE 802.1Qcc, centralized model, the CNC calculates the gate operations based on the stream characteristics and configures the gates on the ports of the TSN bridges accordingly.
In order to simplify 3GPP work on 5G-TSN integration, we propose to introduce simplified 802.1Qbv support for 5GS using “exclusive gating mechanism” (protected traffic class). Exclusive gating means that at a given time only one gate is open (only the frames belonging to a single Traffic Class can be transmitted), resulting that the operation of Transmission Selection algorithm (specified in 802.1Qbv, for selecting the frames to be transmitted if multiple gates are open) is not required on the egress ports of the 5GS bridge. This scheme is described in Annex Q.2 of 802.1Qbv, where a traffic class whose gate is solely open is referred to as “protected”. We propose to make each traffic class “protected”. We also propose that the execution/operation of output pacing/scheduling for 802.1Qbv support (e.g., implementation of Qbv scheduling state machines) should be out of 3GPP scope. As a result, the TSN CNC only needs to exchange configuration parameters with relevant 5GS nodes.

6.30.2	Procedures
6.30.2.4 5GS support for TSN traffic scheduling
Two procedures are involved during the 802.1Obv scheduling information exchanges between 5GS and CNC: 
· 5GS virtual bridge capability report
· TSN bridge configuration for 5G virtual bridge

5GS virtual bridge capabilities report phase
The following parameters specified by the 802.1Qbv are used to explore the 5GS virtual bridge capabilities by the CNC.
1. TickGranularity: This parameter defines the clock accuracy of the entity which operates the 802.1Qbv gating control (output pacing). Practically, it gives the minimum value of the TimeIntervalValue.
2. ExclusiveGating: The exclusive gating is described in Annex Q.2 of 802.1Qbv as a scheme, but currently there is no specific attribute for it. Therefore, the ExclusiveGating parameter is introduced in 5GS to inform the CNC about whether the exclusive gating scheme is restricted to apply on the current bridge/port or not. CNC then can use the information while the gate operations are calculated.
Note: An alternative way could be to exclude this parameter and explicitly configure the CNC to use exclusive gating scheme for 5GS virtual bridge.

[image: ]
[bookmark: _Hlk1461356]Figure 6.30.2.4-1. Virtual bridge capabilities reporting phase

1. [bookmark: _Hlk1410288]As per bridge handling in subclause 6.30.1.3.
2. As per bridge handling in subclause 6.30.1.3.
3. The TSN bridge management information (bridge ID, port ID), supported QoS parameters for TSN and scheduling parameters are reported to TSN AF based on SMF event notification (directly or via NEF).

For TSN scheduling parameters, in a downlink direction, the UE or UE side translator is the egress port of the 5GS, therefore operates the 802.1Qbv gate scheduling. The “TickGranularity” can be passed from UE to TSN AF by using existing 3GPP procedures, e.g. PDU session establishment/modification procedure. the UE sends the information to the AMF via NAS signalling, the AMF conveys information to the SMF, and the SMF forward it to TSN AF via event notification procedure.  
For TSN scheduling parameters, in an uplink direction, the UPF or UPF side translator performs the 802.1Qbv output pacing. The “TickGranularity” can be passed from UPF to AF by using existing 3GPP procedures, e.g. N4 session establishment/modification procedure (UPF to SMF), event notification procedure (SMF to NEF and AF). 
The ExclusiveGating parameter is preconfigured in the AF, and linked with bridge ID and port ID, so that CNC can read it, then make relevant calculation and configuration later.
4. As per bridge handling in subclause 6.30.1.3.
5. As per bridge handling in subclause 6.30.1.3.

TSN bridge configuration for 5GS virtual bridge
The following parameters specified by the 802.1Qbv shall be provided by from CNC to 5GS, by configuring the output pacing. The parameters are handled by the AF and if needed translated for the output pacing mechanism implemented by the TSN Translator (the translator can be either an independent unit or integrated with UE or UPF). 
1. AdminControlList: This parameter describes sequence of gate operation states in a list of GateControlEntries. The GateControlEntries consist of:
· GateStatesValue: this is a list up to 8 tuples, one for each traffic class supported by the current port. One entity of the list indicates a value, “open” or “closed” of the port’s queues. GateStatesValue specifies the state of the gates at any given time. 
· TimeIntervalValue: This specifies the time while the current states of the gates shall be applied; if the time specified by TimeIntervalValue expried, the next gate operation is executed. 

2. AdminControlListLength: it specifies the number of entries in the AdminControlList
3. AdminCycleTime (optional): the administrative value of the gating cycle for the port.
4. AdminControlListLength (optional): it specifies the number of entries in the AdminControlList
Parameter 3 and 4 are mentioned as optional due to carry redundant information, these parameters can be derived from parameter 1, e.g. AdminCycleTime is the sum of TimeIntervalValues; AdminControlListLength is equal to the number of entries in the AdminControlList.
They provide the proper operation of the output pacing mechanism. The entries in the AdminControlList obviously specifies which queue can be served by the output pacing at a given time. By assuming that 5GS and TSN is properly synchronized, the output pacing can determine when execution of gating cycle shall be started. 
[image: ]
[bookmark: _GoBack]Figure 6.30.2.4-2. Virtual bridge configuration phase

The figure is related to both QoS mapping and distribution of TSN scheduling information, however the description below will only be related to the distribution of TSN scheduling information.
1. Based on the stream requirements from End Stations, the CNC computes a transmission schedule and network paths. CNC distributes the TSN QoS requirements and TSN scheduling parameters (specific for current node) to 5G virtual bridge via TSN AF. Alternatively, the 5GS virtual bridge may pre-request or query CNC for the TSN QoS and traffic information. The 802.1Qbv scheduling parameters (AdminControlList, AdminBaseTime, optionally: AdminCycleTime, AdminControlListLength) are provided by CNC as part of bridge configuration request in the step 1.
2. The TSN AF extracts TSN QoS requirements, and then forwards them to PCF (directly or via NEF). Meanwhile the TSN AF also requests PCF to distribute the traffic / gate scheduling information to the corresponding 5GS egress port.
3. PCF finds/maps suitable 5G QoS policies and rules, using its QoS mapping table. PCF verifies that the QoS flow serving for the requested traffic class can be supported in 5GS. 
4. A. PCF may trigger the PDU session modification procedure to establish a new 5G QoS flow for the requested traffic class according to the selected QoS policies and rules. If the QoS flow serving the requested traffic class already exists, SMF does not establish any new QoS flows, but binds the new stream traffic into the existing QoS flow for the traffic class. SMF configures UE, gNB and UPF for QoS enforcement according to existing 3GPP procedure (see TS 23.501 clause 5.7). 
As for the distribution of the TSN traffic / gate scheduling information, in a downlink direction, PCF distributes TSN scheduling parameters to UE via SMF, e.g. NAS signaling at PDU session setup/modification procedure.  A new information element may be added to provide TSN scheduling parameters, then UE can forward the TSN scheduling parameters to UE side translator.
In an uplink direction, PCF distribute TSN scheduling parameters to UPF via SMF, e.g. 3GPP signaling at PDU session establishment / modification procedure, N4 session establishment / modification procedure. A new information element may be added to provide TSN scheduling parameters. UPF side translator can get the TSN scheduling parameters from UPF and perform output scheduling/pacing at the egress port.
5. Optional: PCF response to TSN AF (directly or via NEF).
6. Optional: TSN AF response to CNC.

* * * * End of Changes * * * *
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