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	Reason for change:
	TR 23.724 Solution #8 provides an option for 5G system appearing as a TSN bridge (black box) for integration with TSN, as described in section 6.8. 
However, there are still some open issues regarding:
1. The mapping between QoS requirements of the TSN communication and QoS models in the serving 5G system. 
2. The QoS framework enhancement to support deterministic QoS and fulfil the requirements for time sensitive communication 
Categorization of TSN related QoS information
In this proposal, the related QoS information supporting TSN communication was categorized into two parts:
1. TSN QoS characteristics, which includes QoS parameters for TSN traffic transmission, such as latency of TSN bridge, bandwidth information, and priority level of TSN streams etc. This part of information can be mapped into QoS parameters in 5G QoS flows.
2. TSN traffic Pattern, which includes information for TSN supporting, such as gate control parameters for scheduled traffic etc. This part of information is identified as additional parameters for 5GS to fulfil the QoS requirement of TSN communications, which is not included in the 5G QoS model.
5GS support for TSN traffic scheduling 
Periodic deterministic communication is often used in factory automation processes. Such communication has stringent requirements on timeliness and availability of the communication service [TS 22.104]. Many critical industrial applications have a need for frame delivery that is highly predictable in terms of the time at which frame transmission will occur. Time-aware scheduled traffic at the output the TSN bridge is an approach as defined in IEEE 802.1 Qbv. Such traffic has certain traffic pattern, e.g. periodicity due to the time-aware traffic scheduling. When a 5G System (5GS) is integrated with a TSN network as a vertical bridge, if there is no proper scheduling mechanism applied at the output of the 5GS to fulfill the TSN scheduling requirement, the traffic coming out of the 5GS may overflow the next TSN nodes, and hence leads to congestion losses. 

Some solutions have been proposed on how to achieve determinism in 5GS. TR 23.724 [1] Solution #16 described an example of deterministic data flow defined by a window at both ingress and egress side of 5GS. A de-jittering function deployed at the edges of the 5GS (e.g. UPF in UL, and UE in DL) can be used to achieve deterministic communications on an end-to-end basis as described in (RAN2-1814992). However, the output scheduling of the 5GS has not been addressed.

Observation 1:  Both 5GS determinism and output scheduling at the edge of 5GS are needed in order to provide periodic deterministic communication services. While the determinism issue has been studied in TR 23.734, the output scheduling is rarely addressed.

[image: ]
Figure 1.  Downlink example of 5GS support for periodic deterministic communication
Figure 1 shows an example of 5GS output scheduling for downlink traffic. The 5GS is modelled as a virtual TSN bridge as described in TR 23.724 [1] Solution#8. The incoming TSN traffic from TSN node (right side) enters 5GS at UPF or the UPF side translator with an interval of Ti.  De-jitter function (or called Hold and Forward Buffer in Solution#16) can be applied at the output of the 5GS, in this downlink case, it is at UE or UE side translator. The de-jitter function holds up the TSN traffic up to the maximum 5GS delay (worst-case delay), and then forwards it to the next TSN node. The 5GS deterministic delay (denotes “X” in figure 1) therefore can be achieved as the maximum 5GS delay. The de-jitter function can only provide 5GS with deterministic latency, however, the periodicity or schedule of the TSN traffic can be lost due to the delay variations inside the 5GS. In order to fulfill the TSN latency and traffic profile requirements, the output pacing at egress of 5GS is needed.  The UE or UE side translator can learn the TSN scheduling information from the CNC, and then re-generate scheduled TSN traffic pattern at the output of 5G virtual bridge.  For an uplink case, the de-jitter function and output scheduling/pacing function can be deployed at UPF or the translator at UPF side.

5G virtual bridge registration
Based on the system architecture described in Figure 6.8-1 and Figure 6.8-2 of TR 23.724 Solution #8, the 5GS appears to the external network as a TSN bridge. 5GS-specific procedures in CN and RAN, wireless communication links, etc. remain hidden from the TSN network. The 5GS Bridge provides TSN ingress and egress ports via the so-called TSN Translator (Device) on the UE side and via the "TSN Translator" (CP and UP) on the CN side towards the DN.
The TSN Translator in CP (acting as a TSN AF) can collect 5GS virtual bridge related information (such as topology information, bridge capabilities) and register to the CNC as a TSN bridge. 
5G virtual bridge configuration
CNC can collect Talker’s and Listener’s stream requirements, from a CUC on behalf of End Stations, and configuring TSN-capable bridges to meet these requirements. For 5G virtual bridge, the CNC negotiates the TSN requirement with the PCF via TSN AF. TR 23.724 [1] Solution#18 clause 6.18.1.2.2 has described a procedure of TSN-aware QoS profile generation. It proposes the TSN AF generates and provides TSN QoS Profile to the PCF according to the TSN QoS requirements and traffic characteristics received from CNC.  In this paper, we propose that TSN AF and PCF divides the TSN requirements into two parts: TSN QoS characteristics and Traffic Pattern information. 
Figure 2 shows a general concept of 5G virtual bridge configuration for both TSN QoS characteristics and traffic pattern. The TSN QoS characteristics can be mapped into the QoS parameters of the 5G QoS flows, and controlled by SMF to configure UE, gNB and UPF for QoS enforcement (see TS 23.501 clause 5.7). 
The Traffic Pattern is applied for time-aware traffic scheduling, which requires very low, predictable latency. Time-aware traffic scheduling operates using a set of time-aware gates that precede a bridge’s transmission selection function. When 5GS appears as a TSN bridge, the time-aware gates are deployed in TSN ingress and egress ports, e.g. the TSN Translators in the UE and UPF. The TSN traffic Pattern should be made available at UE side translator for downlink as figure 3 shows, and at UPF side translator for uplink direction as figure 4 shows. Then the translator can use the traffic pattern information to perform output scheduling/pacing towards next TSN node.
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Figure 2. Framework of TSN QoS mapping in 5GS  
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Figure 3.  Downlink output scheduling/pacing using TSN traffic pattern from CNC 
The CNC has pre-scheduled the traffic pattern for every TSN bridge egress. Every TSN bridge should receive the traffic pattern from the CNC and send out the traffic according to the pre-scheduled pattern.  Figure 3 illustrate 5GS downlink output scheduling.  There are three TSN nodes. The 5GS is modelled as TSN bridge (B), it receives TSN traffic from preceding TSN node (A), then it sends out TSN traffic to node (C) with a specific “traffic pattern B” which is received from CNC.  TSN node (A) and (C) can be either a bridge or end-station.  Figure 4 shows an uplink case. 
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Figure 4.  uplink output scheduling/pacing using TSN traffic pattern from CNC 
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* * * * Start of Change * * * *
[bookmark: _Toc473190644][bookmark: _Toc500949091][bookmark: _Toc524187559]6.x	Solution # x 
[bookmark: _Toc524187560]6.x.1	Description
The solution addresses key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) regarding the open issues of:
1. The mapping between QoS requirements of the TSN communication and QoS models in the serving 5G system. 
2. The QoS framework enhancement to support deterministic QoS and fulfil the requirements for time sensitive communication 
Categorization of TSN related QoS information
In this proposal, the related QoS information supporting TSN communication was categorized into two parts:
1. TSN QoS characteristics, which includes QoS parameters for TSN traffic transmission, such as latency of TSN bridge, bandwidth information, and priority level of TSN streams etc. This part of information can be mapped into QoS parameters in 5G QoS flows.
2. TSN traffic Pattern, which includes information for TSN supporting, such as gate control parameters for scheduled traffic etc. This part of information is identified as additional parameters for 5GS to fulfil the QoS requirement of TSN communications, which is not included in the 5G QoS model.
5GS support for TSN traffic scheduling 
Periodic deterministic communication is often used in factory automation processes. Such communication has stringent requirements on timeliness and availability of the communication service [TS 22.104]. Many critical industrial applications have a need for frame delivery that is highly predictable in terms of the time at which frame transmission will occur. Time-aware scheduled traffic at the output the TSN bridge is an approach as defined in IEEE 802.1 Qbv. Such traffic has certain traffic pattern, e.g. periodicity due to the time-aware traffic scheduling. When a 5G System (5GS) is integrated with a TSN network as a vertical bridge, if there is no proper scheduling mechanism applied at the output of the 5GS to fulfill the TSN scheduling requirement, the traffic coming out of the 5GS may overflow the next TSN nodes, and hence leads to congestion losses. 

Some solutions have been proposed on how to achieve determinism in 5GS. TR 23.724 [1] Solution #16 described an example of deterministic data flow defined by a window at both ingress and egress side of 5GS. A de-jittering function deployed at the edges of the 5GS (e.g. UPF in UL, and UE in DL) can be used to achieve deterministic communications on an end-to-end basis as described in (RAN2-1814992). However, the output scheduling of the 5GS has not been addressed.
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Figure 1.  Downlink example of 5GS support for periodic deterministic communication
Figure 1 shows an example of 5GS output scheduling for downlink traffic. The 5GS is modelled as a virtual TSN bridge as described in TR 23.724 [1] Solution#8. The incoming TSN traffic from TSN node (right side) enters 5GS at UPF or the UPF side translator with an interval of Ti.  De-jitter function (or called Hold and Forward Buffer in Solution#16) can be applied at the output of the 5GS, in this downlink case, it is at UE or UE side translator. The de-jitter function holds up the TSN traffic up to the maximum 5GS delay (worst-case delay), and then forwards it to the next TSN node. The 5GS deterministic delay (denotes “X” in figure 1) therefore can be achieved as the maximum 5GS delay. The de-jitter function can only provide 5GS with deterministic latency, however, the periodicity or schedule of the TSN traffic can be lost due to the delay variations inside the 5GS. In order to fulfill the TSN latency and traffic profile requirements, the output pacing at egress of 5GS is needed.  The UE or UE side translator can learn the TSN scheduling information from the CNC, and then re-generate scheduled TSN traffic pattern at the output of 5G virtual bridge.  For an uplink case, the de-jitter function and output scheduling/pacing function can be deployed at UPF or the translator at UPF side.
5G virtual bridge configuration
CNC can collect Talker’s and Listener’s stream requirements, from a CUC on behalf of End Stations, and configuring TSN-capable bridges to meet these requirements. For 5G virtual bridge, the CNC negotiates the TSN requirement with the PCF via TSN AF. TSN AF and PCF divides the TSN requirements into two parts: TSN QoS characteristics and Traffic Pattern information. 
Figure 2 shows a general concept of 5G virtual bridge configuration for both TSN QoS characteristics and traffic pattern. The TSN QoS characteristics can be mapped into the QoS parameters of the 5G QoS flows, and controlled by SMF to configure UE, gNB and UPF for QoS enforcement (see TS 23.501 clause 5.7).
The Traffic Pattern is applied for time-aware traffic scheduling, which requires very low, predictable latency. Time-aware traffic scheduling operates using a set of time-aware gates that precede a bridge’s transmission selection function. When 5GS appears as a TSN bridge, the time-aware gates are deployed in TSN ingress and egress ports, e.g. the TSN Translators in the UE and UPF. The TSN traffic Pattern should be made available at UE side translator for downlink as figure 3 shows, and at UPF side translator for uplink direction as figure 4 shows. Then the translator can use the traffic pattern information to perform output scheduling/pacing towards next TSN node.
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Figure 2. Framework of TSN QoS mapping in 5GS
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Figure 3.  Downlink output scheduling/pacing using TSN traffic pattern from CNC 
The CNC has pre-scheduled the traffic pattern for every TSN bridge egress. Every TSN bridge should receive the traffic pattern from the CNC and send out the traffic according to the pre-scheduled pattern.  Figure 3 illustrate 5GS downlink output scheduling.  There are three TSN nodes. The 5GS is modelled as TSN bridge (B), it receives TSN traffic from preceding TSN node (A), then it sends out TSN traffic to node (C) with a specific “traffic pattern B” which is received from CNC.  TSN node (A) and (C) can be either a bridge or end-station.  Figure 4 shows an uplink case. 

[image: ]
Figure 4.  uplink output scheduling/pacing using TSN traffic pattern from CNC 

6.x.2 	Procedures
[bookmark: _Toc531962423][bookmark: _Hlk534719696]6.18.1.2.1	TSN related QoS configuration for 5G virtual bridge



[bookmark: _Hlk535096592]Figure 6.x.2.1-1 TSN related QoS and traffic pattern configuration for 5G virtual bridge
[bookmark: _Hlk535086380]
[bookmark: _Hlk535097958]1.	Based on the stream requirements from End Stations, the CNC computes a transmission schedule and network paths. CNC distributes the TSN QoS requirements and traffic pattern (specific for current node) to 5G virtual bridge via TSN AF. Alternatively, the 5GS virtual bridge may pre-request or query CNC for the TSN QoS and traffic information.
2.	The TSN QoS requirements and traffic pattern are forwarded to PCF (directly or via NEF).
3.	PCF finds suitable 5G QoS policies and rules that can fulfil the TSN QoS characteristics (i.e. mapping TSN QoS characteristics to 5G QoS profiles).
4a.	PCF triggers the PDU session modification procedure to establish a new 5G QoS flow according to the selected QoS policies and rules. SMF configures UE, gNB and UPF for QoS enforcement according to existing 3GPP procedure (see TS 23.501 clause 5.7). Every QoS flow has a QoS flow Identifier (QFI), therefore for every mapped TSN flows, the QFI can be used to identify the link between TSN traffic profile and QoS flow.  An example mapping can be:  QFI 5G QoS profile  TSN QoS characteristics  TSN traffic profile.
4b.	In a downlink direction, PCF distributes TSN traffic pattern to UE via SMF, e.g. NAS signalling at PDU session setup/modification procedure.  A new information element may be added to provide TSN traffic pattern information which is associated to a QFI, then UE can forward the TSN traffic pattern to UE side translator.
	In an uplink direction, PCF distribute TSN traffic pattern to UPF via SMF, e.g. 3GPP signalling at PDU session establishment / modification procedure, N4 session establishment / modification procedure. A new information element may be added to provide TSN traffic pattern information which is associated to a QFI.  UPF side translator can get the traffic pattern for a specific TSN flow from UPF and perform output scheduling/pacing at the egress port.
5.	PCF response to TSN AF (directly or via NEF).
6.	TSN AF response to CNC.

[bookmark: _Toc528790818]6.x.3	Impacts on Existing Nodes and Functionality
[bookmark: _Hlk534721984]
Editor's note: This clause captures impacts on existing 3GPP nodes and functional elements.

6.x.4	Solution Evaluation
The solution proposed an approach of mapping between TSN QoS requirement and 5G QoS model, with the following achievement:
Minimized the impact to existing 5G QoS model.
Minimized the impact to the traffic without scheduling requirement.
More flexible configuration for time-aware traffic scheduling.
Applicable for both TSN Translator inside and outside UPF/UE.


* * * * End of Changes * * * *
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