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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes interim conclusion for key issue 4.
1 Discussion
It is proposed to service set for 5GC Reliability as it has the following benefits.
· Set Concept - Allows multiple NF/NF service instance sets per network for deployment flexibility
· State efficiency - Service instances may keep state during a signaling flow (= temporary binding) if required, controlled by producer instance. Fully stateless otherwise. Temporary binding can be setup and released. Thus, the NFs receiving frequent UE transactions are state efficient considering performance efficiency.
· Performance and efficiency - Storage layer data retrieval once per transaction / procedure (signaling flow).
· Storage layer - Segmented storage layer kept near NF/NF service set for better scalability and performance
· Service Instance compatibility in terms of functionality/features (Network Slice) supported - Assumes all service instances in a set to be equivalent and interchangeable
· SMF-UPF relationship - Allows regional or other grouping of SMF and UPF instances
· Race conditions are limited to the instances within the SET, (the given DSF and the given SET).
· Set can comprise of 1 to N instance, where N can be a huge number (even comprising of all instances deployed in the network as part of the set).
· It adds additional flexibility and optimizations for better performance and efficiency. Allows support for both state-ful (for signaling and perfomance efficiency in the middle of a procedure) and stateless (for better scalability and improved resiliency).
Otherwise, the consequence will be as follows:
· Set Concept - Equivalent to having a single set per network (deployment option: one set)
· State efficiency - Requires all service instances to be fully stateless beyond a single request/response
· Performance and efficiency - Storage layer data retrieval for each request received/processed.
· Storage layer - Segmented storage layer kept near NF/NF service set for better scalability and performance
· Service Instance compatibility in terms of functionality/features (Network Slice) supported - Assumes all service instances in a network to be equivalent and interchangeable
· SMF-UPF relationship - Requires full mesh of SMF and UPF within a network
· Race conditions are Spread across the network- could result in significant propagation delay when it is across DSFs and NF instances in a huge nationwide network.

[bookmark: _Toc520098773]2 Proposal
It is proposed to introduce the following updates to TR 23.742:
* * * Start of Change 1 (all new text) * * * 
8	Conclusions
Editor's note:	This clause will capture conclusions from the study.
8.x	Interim conclusions for 5GC Reliability
Following are the principles for 5GC Reliability:
1) Introduce the concept of NF/NF Service instance Set for 5GC.
2) The NF/NF Service instances within a given Service instance Set are expected to have access to the same data sets in a data storage entity e.g. UDSF. Thus, in principle, any NF/NF Service Instance within a Service Instance set should be able to process UE transactions as it has access to UE context. Following are the key principles for NF/NF Service Instance Sets:
-	A Set of instances of the same service type.
-	All NF/NF Service instances in a Set can access the same data storage e.g. UDSF.
3) When a Service Instance Set exposes multiple service instances towards a consumer, the consumer is allowed to reselect a different Service Instance (within the same set) between transactions. Race conditions with multiple requests for the same UE is up to implementation to resolve, potentially using mechanisms like redirect between Service Instances in the Set.
4) Following characteristics apply for specific 5GC NFs that are specified in TS 23.501 [2]:
a. In case of SMF, SMFs within the SMF Set can access the same UPFs. This is to allow any SMF within the SMF Set to be selected when user plane traffic is ongoing for a given UE for a certain PDU Session. This is explained with an example below. In a certain network, not all SMFs are able to connect to all UPFs e.g. for domain reasons.
-	SMF1, SMF2, SMF3 - can connect only to UPF1, UPF2, UPF3.
-	SMF4, SMF5, SMF6 - can connect only to UPF4, UPF5, UPF6.
UE has PDU sessions with UPF1 as PDU Session Anchor; Now, if the SMFs have to be stateless and we want the ability to select any SMF for processing a transaction for a given UE/PDU Session, then it should be able to possible to select any of the SMFs but at the same time it needs to be ensured that they are selected from set of {SMF1, SMF2, SMF2}.
b. In case of SMF, above mentioned enhancements related to NF/NF Service Set shall be supported for the protocol(s) supported over N4.
NOTE: the operator can determine which service/NF instances belong to the same set based e.g. on the combination of following information: Service Name and version supported, Storage Resource ID, Service Area, Vendor ID.

* * * End of Change 1 * * * 
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