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Abstract of the contribution: Analyses the mapping of the various dual connectivity solution for redundancy against the MR-DC options described in TS 37.340.
1. Background
TS 37.340 defines the various RAN architecture options for multi-connectivity in E-UTRA and NR. In MR-DC from a UE perspective, three bearer types exist: MCG bearer, SCG bearer and split bearer. These three bearer types are depicted in Figure 4.2.2.2-2 from TS 37.340.
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Figure 4.2.2-2 from TS 37.340 for MR-DC with 5GC (NGEN-DC, NE-DC)
One aspect to highlight is that for each bearer (DRB) there is one PDCP instance but there may be multiple RLC instances in case of “split bearer” architecture. Where the PDCP instance resides e.g. in MN or SN determines whether the bearer type is defined as MCG split bearer or SCG split bearer. 
Observation 1: in every type of DC bearer there is one PDCP instance either in the MN or SN.

Also according to TS 23.501, clause 5.11.1: 

Dual Connectivity provides the possibility for the Master node RAN to request SMF:

-
For some or all PDU Sessions of an UE: Direct all the DL User Plane traffic of the PDU Session to the either the Master RAN Node or to the Secondary RAN Node. In this case, there is a single N3 tunnel termination at the RAN for such PDU Session.

NOTE 2:
The terminating RAN Node, can decide to keep traffic for specific QFI(s) in a PDU Session for a UE on a single RAT, or split them across the two RATs.

-
For some other PDU Sessions of an UE: Direct the DL User Plane traffic of some QoS Flows of the PDU Session to the Secondary (respectively Master) RAN Node while the remaining QoS Flows of the PDU Session are directed to the Master (respectively Secondary) RAN Node. In this case there are, irrespective of the number of QoS Flows, two N3 tunnel terminations at the RAN for such PDU Session.
Dual connectivity can be provided at PDU session or QoS Flow granularity. Based on the above, for all types of DC bearers each QoS Flow will either be terminated in MN or SN (where the related PDCP instance resides). 
Observation 2: Each QoS Flow will either terminate in MN or SN, depending on whether the PDCP instance is. 

2. Analysis of the solutions for key issue #1 based on DC

1) solution 1 (defined in clause 6.1)
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Figure 6.1.1-2 from TR 23.725: Solution architecture

In this solution from RAN DC point of view “duplicated” PDU sessions are served from MgNB or SgNB but individually can use either of MCG, SCG or split bearer (from MCG or SCG). In this respect this solution unlike what is stated: “The solution differs from the RAN based PDCP packet duplication function (see TS 38.300 [11] clause 16.1.3) which is internal to RAN, and the packet duplication takes place between the UE and the MgNB” can be supported in addition to PDCP duplication from the entity (MN or SN) where the PDCP resides. For instance for the PDU session that ends up in SgNB the SgNB can choose based on the QoS of specific QoS Flows to use PDCP packet duplication.
Observation 3: solution 1 can be supported in addition to PDCP packet duplication defined in TS 38.300 if so is desired

2) Solution 3 “option 1” redundant tunnels (defined in clause 6.3) 
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Figure 6.3.1-1 from TR 23.725: Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes
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Figure 6.3.1a.1-1 from TR 23.725: User Plane Protocol Stack - Option1

In this option 1 for DL traffic, the UPF replicates the packet received from the DN and includes the same sequence number in GTP-U headers of the replicates for the redundant transmission. When the M-RAN and S-RAN receive the packets from UPF, they set the DL PDCP sequence number of the PDCP packet according to the sequence number in the GTP-U headers received from UPF. With that, the two PDCP packets that UE received from M-RAN and S-RAN carries same PDCP sequence number, so that the UE can eliminate the duplicated packets at PDCP layer based on the PDCP sequence number.
Observation 4: As stated in observation 1 and 2 there is one PDCP instance per QoS Flow, therefore this option violates the assumption in TS 37.340 and cannot map to any of the Dual Connectvity bearer options.
3) Solution 3 “option 2” HRP protocol (defined in clause 6.3) 
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Figure 6.3.1a.2-1 from TR 23.725: User Plane Protocol Stack - Option2

In this option for DL traffic, the UPF replicates the DL packet and assigns the same HRP sequence number to them for the redundant transmission. When the UE receives the replicates from M-RAN and S-RAN, it eliminates the duplicated packets at HRP layer based on the HRP sequence number.

For UL traffic, the UE replicates the packet and assigns the same HRP sequence number to them for the redundant transmission. The UPF eliminates the duplicated packets at HRP layer based on the HRP sequence number.
Theoretically this option could be made to work with Dual Connectivity architecture but not as implied on a “per HRP packet” basis (ref to text: “…the UPF replicates the DL packet and assigns the same HRP sequence number to them for the redundant transmission. When the UE receives the replicates from M-RAN and S-RAN, it eliminates the duplicated packets at HRP layer based on the HRP sequence number.”).  Instead the SMF needs to establish 2 QoS flows using the same UPF where HRP resides and each “duplicate” packet from the 2 different QoS Flows be allocated the same HRP SN. How this can be done is not explained in the solution at the moment. The reason for that is that “lowest” granularity of Dual Connectivity bearer is the QoS Flow and not the packet (HRP or otherwise).
Observation 5: This option can be combined with dual connectivity MCG or SCG or split bearers and PDCP packet duplication but SMF needs to establish a second QoS Flow and HRP can then duplicate each same packet from the different QoS Flow with the same HRP SN. How this is done is FFS.
3. Proposal
It is proposed to capture changes in solutions 1 and 3 below as per the observations stated above.
>>>Start Changes<<<<

6.1
Solution #1 for Key Issue #1: Redundant user plane paths based on dual connectivity
6.1.1
Description

The solution will enable a terminal device to set up two redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the two redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the duplicate paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking) FRER (Frame Replication and Elimination for Reliability), to manage the replication and elimination of redundant packets/frames over the duplicate paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of two independent networking paths. Other upper layer protocols, including IP based ones such as a DetNet based solution as described in Annex B, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.

The overall solution is shown in the Figure below. The 3GPP network provides two paths from the device: the first PDU Session spans from the UE via gNB1 to UPF1 acting as the PDU Session Anchor, and the second PDU Session spans from the UE via gNB2 to UPF2 acting as the PDU Session Anchor. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two PDU Sessions appear as different networking interfaces, making the host multi-homed. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.
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Figure 6.1.1-1: High level architecture with single device

This solution is based on the Dual Connectivity feature that is supported both by LTE and NR as defined in TS 37.340 [7]. The Figure 6.1.1-2 below illustrates the architecture view of the solution. A single UE has user plane connectivity with both a Master gNB (MgNB) and a Secondary gNB (SgNB). The RAN control plane and N1 are handled via the MgNB. The MgNB controls the selection of SgNB and the setup of the dual connectivity feature via the Xn interface. The UE sets up two PDU Sessions, one via MgNB to UPF1 acting as the PDU Session anchor, and another one via SgNB to UPF2 acting as the PDU session anchor. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively, where SMF1 and SMF2 may coincide depending on operator configuration of the SMF selection. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.1.1-2: Solution architecture

The solution can be complementary to the RAN based PDCP packet duplication function (see TS 38.300 [11] clause 16.1.3) which is internal to RAN, and the packet duplication takes place between the UE and the MgNB. In this solution, the redundant paths span the whole system including RAN, CN, and can possibly extend to Data Network beyond 3GPP scope as well, but this does not prevent that PDCP packet duplication is applied in addition by the MgNB or SgNB .

The solution has a number of assumptions to be applicable.

-
RAN supports dual connectivity, and RAN coverage is sufficient for dual connectivity in the target area.

-
UEs support dual connectivity.

-
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

-
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

-
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

-
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

NOTE 1:
The redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.
Two options are provided for the selection of the UPFs and the gNBs. A static approach for UPF selection that takes place before the SgNB is selected in RAN; this is applicable to both IP based and Ethernet based PDU sessions. In addition, a dynamic approach for UPF selection, which enhances the Static approach taking into account the SgNB selected in RAN - this is applicable to Ethernet PDU Sessions.

The solution is illustrated showing two SMFs, though the solution is also applicable using single SMF. The solution does not affect SMF selection, and the solution can be applied no matter whether the same or different SMFs are chosen, even though the existing mechanisms based on the DNN or S-NSSAI may be used to influence whether different SMFs are selected or whether the same SMF is selected. In case of two SMFs are used, the SMFs are aware the sessions are redundant (two distinct sessions). In case of multiple SMFs are used, the SMFs are configured to have different UPF pool in order to avoid reuse of same UPF by different SMFs.

SMF(s) are aware of redundant sessions based on a new indication, Redundancy Sequence Number (RSN) provided by the UE in the PDU Session Establishment Request message. The presence of the RSN indicates redundant handling, and the value of the RSN indicates whether the first or the second PDU session is being established. As a fallback solution when the RSN is not provided by the UE, the SMF may also use the DNN or the S-NSSAI in combination with operator configuration to determine whether the first or second PDU session is being established for redundancy. The SMF uses the knowledge about whether the first or second PDU session is being established in combination with proper provisioning during UPF selection.

Static approach

This applies to both IP and Ethernet PDU sessions. The solution is illustrated in the Figure below:
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Figure 6.1.1-3: Static UPF selection

-
The UPF selection is based on existing mechanisms, with the extension that it is known in the SMF, based on UE indication of the RSN or network configuration based on the DNN or S-NSSAI, whether the UE is establishing the first or second PDU session. This information may be used as an input to the UPF selection.

-
When the PDU Sessions are established, it is explicitly requested that RAN handles the first PDU Session at the MgNB and the second PDU Session at the SgNB using dual connectivity.

-
Initially, the two PDU Sessions use the same MgNB, but as soon as dual connectivity is set up in RAN, the second PDU Session's user plane connection is moved to the SgNB, and the user plane tunnelling is switched to go via the SgNB.

Dynamic approach

This applies to Ethernet PDU Sessions. The solution is illustrated in the Figure below:
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Figure 6.1.1-4: Dynamic UPF Selection: anchor change after DC setup for Ethernet PDU Sessions

-
UPF selection for the first PDU Session and initial UPF selection for the second PDU session is based on existing mechanisms as described above for the Static approach.

-
When dual connectivity is established and the SgNB is added in RAN for the second PDU Session, this may result in a change in the UPF acting as the PSA, using Solution #11 described in clause 6.11 on Anchor change for Ethernet PDU Sessions.

The solution takes the following main steps.

-
The UE requests the establishment of a first and a second PDU Session. The UE also indicates the RSN in the PDU Session Establishment Request message; alternatively the UE uses different DNN and/or S-NSSAIs for the PDU Sessions so that the SMF can determine, considering operator configuration, whether the first or second PDU session is established.

-
The SMF determines that the PDU Session establishment is for a redundant PDU Session. This determination may be based on the RSN indication from the UE, or it may be based on network configuration considering the DNN or the S-NSSAI.

-
UPF selection can take into account the identity of the MgNB and also the information about whether the first or second PDU session is being established for redundancy for a given UE. The proper operator configuration of the UPF selection can ensure that the UPF selected for the first and second PDU Session are different, and that they are selected close to the MgNB. It is up to operator configuration to consider the independence of the paths also in the transport network.

-
While the PDU Sessions are being established, dual connectivity handling of these PDU Sessions is not yet set up in RAN. When the two redundant PDU Sessions are initially established, both PDU Sessions go via the MgNB. The second PDU Session will be handed over to SgNB when the dual connectivity handling in RAN can be established.
-
To enable a UE to send and receive frames with the same MAC address but different VLAN IDs in different PDU sessions to the same DNN, e.g. to allow for Redundancy Handling Functions like IEEE 802.1CB [6] (FRER) to ensure separate paths by means of IEEE 802.1Q [10] the following applies:

-
In configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2] clause 5.16.10.2), the UPF acting as PDU session anchor (PSA) learns MAC addresses and VLAN IDs (S-TAG VID field and/or C-TAG VID fields depending on which tags are present in the frame) used by a UE in UL direction and uses the combination of VLAN ID and MAC address to determine the target PDU session for downlink switching of Ethernet frames;

-
MAC address reporting mechanism from UPF to SMF and SMF to PCF/BSF is enhanced to also report VLAN IDs used by the UE to support session binding in presence of Ethernet frames tagged using IEEE 802.1Q [10];

-
The MgNB is informed by the SMF about the two PDU Sessions which need to be handled redundantly using the RSN. The SMF determines the RSN either based on the UE indication, or based on the DNN/S-NSSAI settings considering operator configuration. The SMF then provides the RSN to RAN via the AMF at user plane establishment for the PDU session. RSN=1 indicates that the given session is requested to be handled by the MgNB; RSN=2 indicates that the given session is requested to be handled by the SgNB. When there is at least one session with RSN=1 and at least one session with RSN=2 indicates to RAN that CN is requesting dual connectivity to be set up with the RSN=1 session(s) handled by MgNB and RSN=2 session(s) handled by SgNB. Based on the RSN indication, the MgNB sets up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths (i.e. setup of MCG bearer and SCG bearer for MgNB and SgNB, respectively). The second PDU Session's user plane is switched to the SgNB, and in this way both the RAN node and the UPF can be different for the two redundant PDU Sessions.
NOTE 2:
The decision to set up dual connectivity remains in RAN as defined today. RAN takes into account the additional request for the dual connectivity setup provided by the CN.
NOTE 3:
There may also be other sessions for which redundancy is not applied and for which RSN is not set; RAN can select on its own whether those sessions are handled by MgNB or SgNB (or both), as today. Use of RSN values 1 and 2 also allows indication of which PDU Session is handled by MgNB and which is handled by SgNB.
-
In the case of Ethernet PDU Sessions, the SMF has the possibility to change the UPF (acting as the PSA) and select a new UPF based on the identity of the SgNB for the second PDU Session in case the SgNB is modified (or added/released) while the PDU Session remains established, according to Solution #11 described in clause 6.11. This makes it possible to dynamically select the UPF close to the SgNB for the second PDU Session, and in that way further optimize the second PDU Sessions UPF selection.
-
The SMF sends the RSN to the PCF as part of the session parameters. This allows the PCF to configure different policy or charging rules for the two redundant PDU sessions.

Regarding the mobility handling of the solution, it is important to separate the case whether mobility takes place below an unchanged PSA (PDU Session Anchor), or whether mobility involves the change of the PSA as well.

-
Mobility below unchanged PSA. This is supported by the solution; mobility below the PSA is hidden from external mechanisms handling the multiple end to end paths. Note however that handovers may introduce interruptions (though RAN mechanisms may reduce such interruptions). In case the SgNB is changed but the MgNB remains unchanged, the path via the MgNB remains uninterrupted though. Note also that the handovers may also lead to a change in the end to end delay.

-
Mobility involving change of the PSA. This is the case with SSC mode 2 or SSC mode 3 procedures, or a change of the PSA for Ethernet PDU Sessions. A change of the PSA is possible, but we note that external mechanisms for setting up redundant paths, such as IEEE TSN FRER described in Annex A, would need to support the change of the PSA as well. Based on current IEEE TSN FRER specifications, support of PSA change is possible as long as the necessary configuration (such as VLAN configuration and resource reservation) along the new path is ensured.

6.1.2
Procedures

The setup of the two PDU Sessions and the subsequent establishment of dual connectivity takes place as follows in the static approach.
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Figure 6.1.2-1: Procedure based on static approach

1.
PDU Session 1 is established according to TS 23.502 [3] clause 4.3.2.2. SMF1 determines based on the RSN provided by the UE, or based on the DNN or S-NSSAI and corresponding network configuration that the PDU Session is to be handled redundantly and this is the first PDU Session. SMF1 selects UPF1, where SMF1 may take into account in the selection that the current RAN node is MgNB and this is the first PDU session in the redundant handling. An indication is sent to RAN that this PDU Session is the first in the redundant handling that is requesting dual connectivity.

2.
Similarly, PDU Session 2 is established according to TS 23.502 [3] clause 4.3.2.2. SMF2 determines based on the RSN provided by the UE, or based on the DNN or S-NSSAI and corresponding network configuration that the PDU Session is to be handled redundantly and this is the second PDU session. SMF2 selects UPF2, where SMF2 may take into account in the selection that the current RAN node is MgNB and this is the second PDU session in the redundant handling. An indication is sent to RAN that this PDU Session is the second in the redundant handling that is requesting dual connectivity.


After step 2, the user plane of both PDU sessions still go via MgNB.

3.
If feasible based on RAN conditions as evaluated by the MgNB, dual connectivity is established in RAN according to TS 37.340 [7], clause 10.2.2. RAN should observe the requests sent in steps 1 and 2 and set up dual connectivity in such a way that the user plane of PDU Session 2 will be handled in SgNB as a SCG bearer, while the user plane of PDU Session 1 will be handled in the MgNB as a MCG bearer. As part of the dual connectivity setup, data forwarding can be started from MgNB to SgNB for the data of PDU Session 2.


If dual connectivity is not possible to be set up in RAN as requested by the CN, then an appropriate indication is sent from RAN for both PDU Sessions via the AMF to the appropriate SMFs. The SMFs may decide whether to release the given PDU Sessions.

4.
The user plane path of PDU Session 2 is switched from MgNB to SgNB according to TS 23.502 [3] clause 4.9.1.2.2.

As a result, the user plane of PDU Session 1 and PDU Session 2 now take independent paths both in RAN and in the CN.

The dynamic approach for Ethernet PDU Sessions is illustrated in the figure below.
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Figure 6.1.2-2: Procedure based on dynamic approach


Steps 1-3 are as described above for the static approach.

4.
Path switch is performed in combination with an anchor change for PDU Session 2, which is performed according to the Anchor change for Ethernet PDU Sessions solution described in clause 6.11.
6.1.3
Impacts on Existing Nodes and Functionality

SMF impacts:

-
Determine, based on the UE indication of the RSN or based on the DNN or S-NSSAI and corresponding network configuration, whether a PDU session is to be handled redundantly.

-
Select UPF based on the identity of the MgNB and whether it is the first and second PDU session.

-
Report not only MAC addresses but also VLAN IDs used by a UE from SMF to PCF;

UPF impacts:

-
Support VLAN ID and MAC address learning in case of configurations and uses the combination of VLAN ID and MAC address to determine the target PDU session for downlink switching of Ethernet frames for configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2], clause 5.16.10.2).

-
Report not only MAC addresses but also VLAN IDs used by a UE in UL frames to SMF.

PCF/BSF impacts

-
Support session binding based on MAC address and VLAN ID.

RAN impacts:

-
Attempt to establish and maintain dual connectivity when the need for redundant user planes are indicated for a pair of PDU Sessions

-
Set up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths as defined in TS 37.340 [7].

AMF impacts:

-
Forward the relevant indications between RAN and SMF.

UE impacts:

-
Based on device configuration, trigger the setup of redundant PDU Session, with RSN or DNN/S-NSSAI setting indicating the need for redundant handling.

-
An upper layer solution for the handling of the duplicate redundant paths with a corresponding configuration mechanism, both are out of 3GPP scope. Additionally, UE configuration mechanisms may be applied to trigger the establishment of duplicate PDU Sessions.

6.1.4
Solution Evaluation

-
The solution can provide disjoint redundant user plane paths through the 3GPP system including RAN and CN.

-
The solution uses IEEE FRER on upper layer between UE and DN.

-
The solution does not impact the application itself, as replication can be performed by a networking protocol such as IEEE TSN FRER (see Annex A) which operates at an intermediate Ethernet switch or at the Ethernet layer of the endhost. Other protocols for replication are also applicable, such as DetNet (see Annex B) or proprietary protocols.

-
The solution can be integrated with end to end redundancy solutions.

-
The solution can provide the same level of redundancy as typically applied for fixed industrial deployments today.

-
The solution requires already existing dual connectivity feature to be available.

-
By reusing existing DC principle it is easy to deploy in the networks and terminals.

-
The solution extends the dual connectivity by a CN trigger to request dual connectivity setup on a per session basis.

-
The solution uses a single UE in the terminal, hence it does not provide redundant UEs.
-
The solution can be complementary to PDCP packet duplication either from the Master or Secondary Node as defined in TS 38.300 [11].
>>>Next Change<<<

6.3
Solution #3 for Key Issue #1: Supporting redundant data transmission via single UPF and two RAN nodes
6.3.1
Description

This solution addresses the KI#1 of How to "Supporting high reliability by redundant transmission in user plane".

This solution focuses on how to realize the reliability of user plane between UPF and UE. For control plane network functions, the existing network device failure recovery mechanisms, e.g. N+1 resilience, should be enough to fulfil the high reliability requirements on control plane. Though the failover may cause a very short interrupt (typically on xx ms level), but this control plane failover will not impact the traffic routing on user plane.

Typically telecom-level equipments are able to provide up to five-nine reliability. However, in many cases the end-to-end reliability of real deployed network might be lower than that considering the susceptible deployment environments, especially in the last-mile.

To realize ultra-high reliability for URLLC services in the commercial deployed network, this solution proposes to use redundant transmission over different physical transport paths in CN and RAN to enhance the reliability of upper layer service.

Whether redundant transmission need to be activated for a QoS Flow can be decided by the SMF based on local policies for the DNN and/or S-NSSAI, or by the PCF based on its QoS requirement, UE's subscription and condition of network deployment.

Editor's note: It is FFS whether and how to coordinate with other redundancy mechanisms if such mechanisms were used in DN.

Editor's note: It is FFS how the UE becomes aware which flows redundancy should be applied to.

In this solution, it is assumed that the reliability of UPF and CP NFs are high enough to fulfill the reliability requirement of URLLC services served by these NFs, and the UE is under overlapping coverage of the two RAN nodes. The reliabilities of these NFs can be realized based on implementation (e.g. redundant mechanisms provided by NFV platform), which is out of scope of this solution. However a single RAN node cannot provide enough reliability in air interface for the QoS flow, so the redundant packets will be transferred between UPF and UE via two independent N3 tunnel and two RAN nodes to enhance the reliability of service.

To ensure the two N3 tunnels can be transferred via disjointed transport layer paths, the M-RAN (Master RAN) node, SMF or UPF may provide different routing information in the tunnel information (e.g. different IP addresses or different Network Instances), and these routing information will be mapped to disjoint transport layer paths according to network deployment configuration.

One option to provide the redundant transmission may also utilise the DC architecture, except that same PDU is transferred via both M-RAN and S-RAN (Secondary RAN) nodes. With two different NG-RAN nodes, separate transport layer paths are used for redundant data transmission in user plane.
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Figure 6.3.1-1: Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes
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Figure 6.3.1-2: Redundant transmission with two N3 and N9 tunnels between a UPF and two NG-RAN nodes

In deployments where the M-RAN/S-RAN needs to connect to the anchor UPF via intermediate UPF nodes, one or two Intermediate UPFs (I-UPFs) may be inserted between the anchor UPF and the M-RAN/S-RAN nodes separately to support the redundant transmission with one or two N3 and N9 tunnels, as shown in figure 6.3.1-2.

NOTE 1:
The I-UPFs on the leg of the redundant paths shall not behave in an UL CL or Branching Point role anymore.
For DL traffic, without changing sequence number in GTP-U packet, the two I-UPFs receive the traffic duplicated by the anchor UPF via N9 tunnels and without any further duplication forward them to the M-RAN and S-RAN via N3 tunnels separately. In case of UL traffic, by keeping sequence number in GTP-U packet unchanged, the two I-UPFs without any further duplication forward the traffic received from the M-RAN and S-RAN via N3 tunnels to the anchor UPF via N9 tunnels separately.
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Figure 6.3.1-3: Redundant transmission with two NG-RAN nodes in HR roaming scenario

As shown in figure 6.3.1-3, in home routed roaming scenario, the M-RAN/S-RAN nodes are connected to the anchor UPF in the HPLMN via two intermediate UPF nodes in the VPLMN separately to support redundant transmission with two N3 and N9 tunnels. The V-SMF selects the two intermediate UPFs and setup the redundant transmission tunnels on N3 and N9 in case it receive two CN tunnel info for a URLLC QoS flow from H-SMF.

NOTE 2:
Supporting the above HR redundant transmission requests two disjointed transport paths exist between the two I-UPFs and PSA UPF.

6.3.1a
User Plane Protocol Stack options

6.3.1a.1
Option 1: Enhancement of PDCP and GTP-U protocols

In this option, PDCP protocol and GTP-U protocol are enhanced to support packet replication and elimination function.
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Figure 6.3.1a.1-1: User Plane Protocol Stack - Option1

In this option, it is required there is only one QoS Flow per DRB.

Editor's note: It is FFS how the limitation of one QoS flow per DRB is known and enforced in RAN. It is FFS whether the limitation of one QoS flow per DRB imply also a limitation on the number of QoS flows, and if so, how is that limitation known in the core network?
In this option, for DL traffic, the UPF replicates the packet received from the DN and includes the same sequence number in GTP-U headers of the replicates for the redundant transmission. When the M-RAN and S-RAN receive the packets from UPF, they set the DL PDCP sequence number of the PDCP packet according to the sequence number in the GTP-U headers received from UPF. With that, the two PDCP packets that UE received from M-RAN and S-RAN carries same PDCP sequence number, so that the UE can eliminate the duplicated packets at PDCP layer based on the PDCP sequence number.

NOTE: The detail of how to map SNs between GTP-U and PDCP packets can be decided in stage 3. Each QoS Flow have an individual GTP-U SN space. One possible way is to reuse GTP-U extension header "PDCP PDU number" together with QFI to directly carry the PDCP sequence number per QoS Flow in the GTP-U packet.

For UL traffic, the UE replicates the packet and assigns the same PDCP sequence number to them for the redundant transmission. One of these packets is transmitted to the M-RAN, and the other to the S-RAN. The sequence number in GTP-U header for the packet sent to the UPF is assigned by the M-RAN and S-RAN based on the PDCP sequence number received from UE. The UPF eliminates the duplicated packets at GTP-U layer based on the sequence number in GTP-U header.
This option is not inline with either MCG, SCG or split bearer types as defined in TS 37.340 [7] since it requires that two PDCP instances exist per QoS Flow.
6.3.1a.2
Option2: HRP protocol layer

In this option, a HRP (High Reliability Protocol) layer is implemented on the UE and UPF to support packet replication and elimination function.
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Figure 6.3.1a.2-1: User Plane Protocol Stack - Option2

In this option, for DL traffic, the UPF replicates the DL packet and assigns the same HRP sequence number to them for the redundant transmission. When the UE receives the replicates from M-RAN and S-RAN, it eliminates the duplicated packets at HRP layer based on the HRP sequence number.

For UL traffic, the UE replicates the packet and assigns the same HRP sequence number to them for the redundant transmission. The UPF eliminates the duplicated packets at HRP layer based on the HRP sequence number.

NOTE: In this option, the HRP layer may cause additional delay for internal handlings within UE and UPF.
This option could be made to work with Dual Connectivity architecture but not on a per HRP packet basis since the granularity of Dual Connectivity bearer is the QoS Flow. Instead the SMF as described needs to establish 2 QoS flows and each “duplicate” packet from the 2 different QoS Flows be allocated the same HRP SN. 
Editor’s Note: How the SMF creates the duplicate QoS Flow using the same UPF and HRP instance that will assign the same HRP SN is FFS.
6.3.2
Procedures

6.3.2.1
Activate Redundant Transmission during PDU Session Establishment procedure

The redundant transmission will be established during a PDU Session establishment procedure or a PDU Session Modification procedure.

Figure 6.3.2.1-1 depicts the establishment of redundant transmission during the PDU session establishment procedure in the non-roaming and roaming with local breakout cases.
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Figure 6.3.2.1-1: Activate Redundant Transmission during PDU Session Establishment procedure

1.
Steps 1-12 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:


In step 7b, the PCF indicates the SMF and the NG-RAN to activate redundant transmission for the QoS flow by the 5QI if the UE requested PDU Session Establishment procedure is initiated for a URLLC service.


In step 10, the SMF then initiates an N4 Session Establishment procedure with the selected UPF and CN Tunnel Info 1& CN Tunnel Info 2 are allocated by the SMF or UPF.


In step 11, the N2 SM information includes the QFI(s), QoS Profile(s), CN Tunnel Info 1& CN Tunnel Info 2 corresponding to each N3 tunnel.

2.
RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. 
Editor’s Note: The Secondary NG-RAN node Addition procedure is FFS.
3.
Steps 14-20 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:


The AN Tunnel Info provided by the NG-RAN includes AN Tunnel Info 1 and AN Tunnel Info 2. Each AN Tunnel Info includes a tunnel endpoint for each involved NG-RAN node, and the QFIs assigned to each tunnel endpoint. The M-RAN node assigns the appropriate CN tunnel information to each of the NG-RAN nodes.

The SMF provides AN Tunnel Info 1 and AN Tunnel Info 2 to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.
During the course of PDU Session Establishment procedure, in case N2 PDU Session Request message contains one CN Tunnel Info, based on radio resource, wireless conditions or local policy, if the NG-RAN may determine to send N2 PDU Session Failure Response to the SMF via the AMF with the cause indicating redundant transmission establishment. Considering it, the SMF may initiates redundant transmission with two CN Tunnel Info, or the SMF may report subscribed event to the PCF, it is up to the PCF to determine whether redundant transmission needs to be activated.

NOTE: The above mechanism may apply to PDU Session Modification and mobility procedure.

Editor's note:
whether the NG-RAN can trigger the 5GC to initiate redundant transmission is FFS.

6.3.2.2
Activate Redundant Transmission during PDU Session Modification procedure

Figure 6.3.2.2-1 depicts the establishment of redundant transmission during the UE or network requested PDU session modification procedure in the non-roaming and roaming with local breakout cases.
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Figure 6.3.2.2-1: Activate Redundant Transmission during PDU Session Modification procedure

1.
Steps 1-4 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:


The PDU Session Modification procedure is triggered by the UE or the SMF to add a QoS flow for a URLLC service.


In step 1b or step 2, the PCF indicates the SMF to activate redundant transmission for the QoS flow by the 5QI.


The SMF initiates an N4 Session modification procedure with the UPF and a new CN Tunnel for redundant transmission may be allocated by the SMF or UPF.


In step 4, the N2 SM information includes the QFI(s), QoS Profile(s) for each N3 tunnel, and the CN Tunnel Info corresponding to the new N3 tunnel.

2.
RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. 
Editor’s Note: The Secondary NG-RAN node Addition procedure is FFS.
3.
Steps 6-12 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:


The AN Tunnel Info for the redundant transmission is provided by the NG-RAN. The AN Tunnel Info includes a tunnel endpoint for the NG-RAN node used for redundant transmission, and the QFIs assigned to the tunnel endpoint.


The SMF provides AN Tunnel Info to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.

6.3.2.3
Handover procedure

In this solution, the UE can connect to two NG-RAN nodes simultaneously when redundant transmission is used. Either the M-RAN node or the S-RAN node may perform handover at a time.

. The transmission between UE and UPF via M-RAN node will not be impacted during the handover procedure.

The transmission between UE and UPF via S-RAN node will not be impacted during the handover procedure.
Editor’s Note: How handover is performed when 2 PDCP instances exist per QoS Flow as described in option 1 is FFS.

6.3.3
Impacts on Existing Nodes and Functionality

PCF:

-
The PCF can determine whether redundant transmission needs to be activated for a QoS Flow based on its QoS requirement, UE's subscription and condition of network deployment.

AMF:

-
No impact in this solution.

SMF:

-
The SMF can determine whether redundant transmission needs to be activated for a QoS Flow based on local policies for the DNN and/or S-NSSAI.

-
In case the SMF allocates CN Tunnel Info, it shall provide the CN Tunnel Info for two tunnels of the redundant transmission paths.

-
The SMF shall indicate the UPF to replicate the downlink packet and send the duplicate packets to the two N3 tunnels, and indicate the UPF to eliminate the duplicate uplink packets.
-
In order to utilise Dual Connectivity, establishment of a duplicate QoS Flow needs to be performed that share the same UPF in order to allow one to later use SCG or split bearer.
UPF:

-
In case the UPF allocates CN Tunnel Info, it shall provide the CN Tunnel Info for two tunnels of the redundant transmission paths.

-
The UPF shall be able to replicate the downlink packet and send the duplicate packets to the two N3 tunnels, and eliminate the duplicate uplink packets, based on either sequence numbering in GTP-U header (option 1) or a new protocol (option 2) without Dual Connectivity.

RAN:

-
The RAN node shall support redundant transmission with two N3 tunnels.

-
In case protocol stack option 1 is adopted, RAN need to ensure there is only one QoS Flow per DRB, and map or reuse PDCP SN and sequence number in GTP-U header.
-
RAN needs to be able to combine dual connectivity setup with the establishment or modification of radio bearers within the session management procedures.
UE:

-
The UE shall be able to replicate the uplink packets and eliminate the downlink packets for a URLLC service.

-
The UE can determine whether to replicate the uplink packets for a QoS Flow based on its QoS profile.

-
In case of option 1, UE needs to support a new variant of PDCP replication and elimination compared to the existing RAN PDCP duplication mechanism.

-
In case of option 2, UE needs to support a new protocol for replication and elimination.

6.3.4
Solution Evaluation

This solution provides high reliability transporting mechanism by performing redundant transmission between Anchor UPF and UE via disjointed CN tunnels and two different RAN nodes. The solution has the following properties:

-
The solution provides the same level of redundancy on the air interface as the existing PDCP packet duplication function in Rel-15 (see TS 38.300 [11] clause 16.1.3).

-
The solution avoids the MgNB being a single point of failure in the user plane.

-
UPF is a single point of failure in the user plane. In case of UPF failure, the session is completely lost.

-
The operator can control the activation of redundant transmission or not by PCC mechanism.

-
This solution has no dependency on the protocol used in application layer, which is out of control of the operator.

-
The redundant transmission can be activated on demand per QoS Flow but limits to single QoS Flow per DRB.

-
Current existing PDU session/QoS Flow management mechanisms are reused in this solution with limited extensions shown in 6.3.3. No further impact on existing CN control plane mechanisms, however RAN is impacted by the need to be able to combine dual connectivity setup with the establishment or modification of radio bearers within the session management procedures.

-
If protocol stack option 1 is adopted, there is no additional replication protocol defined for the UE. If protocol stack option 2 is adopted without Dual Connectivity, there is no additional replication protocol functionality for the RAN node. But interactions with existing Rel-16 RAN PDCP duplication is not investigated yet.
-
Option 1 cannot work with existing Dual Connectivity RAN architecture defined in TS 37.340 [7] since it assumes 2 PDCP instances for the two QoS Flows that use the MN and SN.

-
Option 2 requires a mechanisms to establish two QoS Flows utilising the same UPF in order to allow HRP to be used with Dual Connectivity.This mechanism is FFS.
>>>End of Changes<<<<
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