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1 Background

Solutions for Key issue 1: Optimal modularization of the system have proposed modification of the 3-level hierarchy of Network Functions, NF Services and NF Services operations that currently applies in the Release 15 architecture.    In Solution 17 it is proposed that the NF layer is eliminated and replaced by a Service Collection, which is a group of instances of NF services that can access to the same, shared data such as UE context in the UDSF.  In addition, it is proposed that “the Service Collection can be used to achieve the same outcome as the concept of Service Instance Set. The instances of a single NF service within the Service Collection can be considered as "Service Instance Set". This set of instances can be referred with the particular Storage Resource ID and the corresponding NF Service type. Thus a separate concept of Service Instance Set is not required.”
2 Discussion

The elimination of network functions in favor of Service Collections, and the use of Service collections in place of a separate Set Identifier raises several issues:

1 With the loss of NF association, some useful functionality is lost.   Use of a Service Collection replaces automatic, implicit communication between services associated with a NF with communication via the UDSF.
a. NFs have well known properties defined by 3GPP.  In release 15, NF, actions by one service within a NF may trigger related actions by another service without 3GPP specified signalling and without communication via a “write” to the UDSF.  Communication via the UDSF means that a second NF Service only becomes aware of a trigger when a first NF Service that created the trigger releases the session information and the session information is subsequently retrieved by the second NF Service. 
b. NFs have well defined roles, which provide a logical grouping of functions that facilitate procedure definitions.  That logical grouping of dependent services grouped into an NF disappears if the 3-level hierarchy is eliminated.  In Release 15, the PCF comprises dependent policy and charging related services, the SMF comprises dependent session management services, etc.   This simplifies procedures, allowing them to focus on functional aspects rather than maintenance of session information.   For example, with the Release 15 architecture, there is no need for an Namf_Communication Service to write session data to the UDSF for the sole purpose of informing a Namf_EventExposure Service that an event of interest has occurred.  
2 In a service instance set (where instances are all of the same type), at most one service instance in the set will have retrieved the shared data from the UDSF for a transaction.   The service may modify the shared data before returning it to the UDSF without concern about simultaneous modifications by a different service.  With the NF association of Release 15, other services associated with the NF will automatically operate on the same instance of retrieved session data.   However, in a Service Collection (where service instances may be different types and there is no common NF instance association), two or more service instances of different types may simultaneously retrieve the shared data as there is no restriction of two different services operating at the same time.  Uncoordinated changes to the same session data by two independent services creates change control and data consistency issues, while restricting the services to operate only sequentially after shared data has been returned to the UDSF inhibits and slows functionality.
3 NFs are associated with non-service based attributes such as non-service based interfaces (eg: in release 15, N1, N2, N4, etc.).  If NF Services are only associated with Service Collections that identify common access to the same shared data, then the non-service based associations are lost. To solve this it may be necessary to associate instances of Non-service based interfaces with all necessary NF Services instances of different types rather than a single NF instance, and a new mechanism will be needed so that only those NF Services inside a service collection that share the same non-service based interfaces are selected. 
4 The idea of a Service Instance Set is that a Set contains service instances of the same type that may be used interchangeably.  A Set and Instance Identifiers are tools that can be used by a consumer and/or the service framework to facilitate selection of new service instances when possible, and to allow stickiness with a selected instance within a Set when necessary (eg: during a sequence of transactions in a procedure where releasing and reacquiring UE context is inefficient).  One of the advantages of Service Sets is that vendors and operators have the flexibility to include service instances of a given type in a Set for reasons other than shared access to storage in a UDSF.   For example, instances in a Service Set may be all from the same vendor, be geographically located in a certain area, be geographically dispersed (to enhance reliability), be associated with a common network slice, or have other properties that allow them to be used interchangeably when the UE context is in the UDSF.  With the use of Service Collection in place of Service Set, the ability of operators and vendors to decide on the commonality aspects that permit interchangeable selection is lost.
5 In S2-1810377, it was proposed “one possible way of remove the NF construct would be to replace the existing NFs with Services i.e. the AMF NF would be replaced with and AMF service etc. The Rel-15 NF service level would be removed but the NF service operations could remain as is. From this initial replacement further splits or merges could be discussed.” 
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This is a terminology change from NF => NF Service (similar grouping) but with a major functional loss as we lose the ability to identify individual NF Services within an NF that is of finer granularity. In Rel-15, an NF can register itself and also register individual NF Services. Furthermore, it will require significant amount of editorial effort across all 3GPP specifications (not limited to SA2 specifications) to just change the terminology. This might even affect RAN Stage 2/3 specifications – On the other hand, technical benefit for doing this is really unclear (rather non-existent). Only rationale could be for the sake of calling everything as a service but this is no good reason to incur significant effort in 3GPP, lose functionality for the sake of calling it as a service.
Observation 1: Eliminating the 3-level hierarchy by introducing Service Collections where shared data becomes a form of communication between dependent services leads to a loss of functionality compared to the Release 15 mechanism where there is implied sharing of context data by dependent services that comprise a NF. 

Observation 2: Eliminating the 3-level hierarchy by changing NF -> NF services leads to a loss of functionality compared to the Release 15 mechanism for no real benefit. 
Proposal 1:  The 3-level hierarchy of Network Functions, NF Services and NF Services operations should be maintained in Release 16.  Reducing the hierarchy to two levels leads to loss in functionality and flexibility.

6) If there is a real need to change the terminology (seems more like non-technical reasons only, so far), then it is proposed that a concept of Group (e.g. as in Solution #25) is introduced to be able to Group dependent or independent Sets. 
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Figure 6.25.2-1: A Service Group

The main difference between Group and NF is that the NF is a collection of services that belong together functionally and the NF -> NF services mapping is clearly defined in the spec. However, the Group can comprise of service instance sets that are operator specific (i.e. not 3GPP specified), rather it is an arbitrary collection at best. At least it allows retention of three levels: Group -> multiple Sets -> multiple service instances.
Proposal 2:  If necessary, the 3-level hierarchy of Group -> Sets -> instances can be introduced for new services in Release 16.

It is proposed to adopt the following changes to TR 23.742:

*******START CHANGE********

8
Conclusion
8.x
Interim conclusions for Optimal Modularization of Services
It is proposed to retain NF -> NF Services mapping as in Rel-15. Modularity of the NF Service is defined on a case by case basis. Alternatively, support for the following hierarchy should be considered: Group -> Multiple sets -> Multiple service instances.
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