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Abstract of the contribution: This contribution propose a solution for monitoring QoS parameters of URLLC QoS Flows.
Discussion
In TS 22.261, the QoS Monitoring requirements have been approved as following:

· The 5G system shall provide a mechanism for supporting real time E2E QoS monitoring within a system.
· The 5G network shall provide an interface to application for QoS monitoring (e.g. to initiate QoS monitoring, request QoS parameters, events, logging information, etc.).
· The 5G system shall be able to provide real time QoS parameters and events information to an authorised application / network entity. 
NOTE: The QoS parameters to be monitored and reported can include latency (e.g. UL/DL or round trip), jitter, and packet loss rate.

· The 5G system shall be able to log the history of the communication events. This includes for examples parts of the SLA that are not met, time-stamp of the events, and event position (e.g. UEs and radio access points associated with the events).
· The 5G system shall support different levels of granularity for QoS monitoring (e.g. per flow or set of flows).

· The 5G system shall be able to provide event notification upon detecting error that the negotiated QoS level cannot be met/guaranteed.
· The 5G system shall be able to provide information that identifies the type and the location of a communication error. (e.g., cell id).The 5G system shall be able to provide notification of communication events to authorised users per pre-defined patterns (e.g. every time the bandwidth drops below a pre-defined threshold for QoS parameters the authorised user is notified and event is logged.)

The 5G system shall provide information on the current availability of a specific communication service in a particular area (e.g. cell id).upon request of an authorised user.
Besides, Key Issue #4 “QoS Monitoring to Assist URLLC Service” in TR 23.725:
The current 5GS QoS Notification Control is supported in 5G-AN to monitor the GBR QoS flow status in the 5G-AN. This mechanism only supports GFBR monitoring may not be sufficient for E2E URLLC services where packet latency, jitter, packet loss parameters are the key requirements.

In order to achieve requirements of URLLC services, the following aspects should be studied:

-
Study solutions for the specific UE with URLLC services to improve the monitoring of QoS, such as packet delay, jitter and packet error rate to assist to achieve URLLC services and identify the relevant NF(s) and entities (e.g. 5GC, third party AF).

-
Study means to better control the monitoring of QoS for URLLC e.g. means whether or not to trigger the above solution(s). If triggered, how to use the exposed QoS monitoring result to fulfil the QoS requirement of the URLLC service when the threshold that required QoS of URLLC services will not be satisfied is reached.
The packet delay is a key QoS parameter of URLLC QoS flows. Due to low the small packet delay requirement, the Maximum Data Burst Volume (MDBV) has been introduced to specify the data volume that the 5G-AN is required to serve within a period of 5G-AN PDB. Additionally, the delayed packet can be counted towards packet error rate (PER) calculation. Hence, the delayed packet has also important role in calculating other QoS parameters of the URLLC QoS flow.
Based on the current QoS model, the PDB is presented as one of the parameters of the QCI, and used by the RAN for packet schedule. While the PDB represent the E2E packet delay of the service, even the RAN meet the RAN packet delay budget, it may happen that the actual E2E packet delay may be over the budget as some congestion may occur between the RAN and UPF. Based on the SA1 requirements, the vertical applications want to be aware of the real time latency of the URLLC service in 5G system, and the trouble shooting could be done based on the real time latency as the input.
It is expected that the (R)AN and CN are designed and dimensioned to meet high reliability for URLLC services. Hence the QoS violation events may happen, but should be rare. Consequently, the signaling to report and storage for logging QoS violation events can be manageable. QoS monitoring would give operators valid tools to track the QoS violation events in the (R)AN and CN, and address customer enquires related to QoS performance of the 5GS.

So, it is proposed to jointly monitor the packet delay in 5GC and 5G-AN. Since the 5G-AN knows the packet delay in the 5G-AN buffer and air interface, the packet delay monitoring in 5G-AN can represent the packet delay between the UE and 5G-AN. Hence the joint packet delay monitoring in 5GC and 5G-AN can represent the end-to-end packet delay in the 5GS, between UE and UPF.
Proposal
Proposal 1: The packet delays in 5GC and 5G-AN are jointly monitored.
Proposal 2: The 5G-AN and UPF monitor QoS parameters and report QoS violation events to the SMF.

* * * * Start of Change * * * * 
All below is new
6. X
Solution X for Key Issue #4: QoS Monitoring 
6. X.1
Description

Based on the SA1 TS 22.261 “6.X QoS Monitoring” section, the vertical applications may want to be aware of the real time latency (e.g., UL, DL or Round trip latency) of the URLLC service in 5G system, and the trouble shooting could be done based on the real time latency as the input. 
QoS Notification Control is performed to monitoring the GFBR on RAN side only, to achieve the E2E QoS monitoring, the real time packet delay in 5GC and 5G-AN can be jointly monitored to achieve the E2E QoS monitoring by sending the monitoring packets periodically when QoS monitoring activated. There are two ways to monitor packet delay: round-trip time (RTT) delay and one-way delay.
6. X.1.1
QoS Monitoring Activation
The QoS monitoring could be activated dynamically by the 5GC for certain UEs, UE group, or network slice instance, based on the subscription, the request from the AF, or the command from the OAM system, etc. 
During the PDU Session Establishment or Modification procedure, the PCF may send QoS Monitoring Policy to the SMF based on subscription or AF request. The QoS Monitoring policy contains the QoS parameters to be monitored, event report triggers, the threshold of QoS parameters and the relevant actions when threshold is exceeded are also included in the QoS Monitoring policy. The QoS Monitoring Policy can also be pre-configured at SMF by the operator. When receiving the QoS Monitoring Policy from the PCF, The SMF maps the QoS Monitoring Policy in the URRs to the UPF, the URR includes QoS parameters to be monitored, threshold and relevant action, and event report for specific QoS flows. The SMF also sends the QoS Monitoring Policy along with the Namf_Communication_N2MessageTransfer to RAN via AMF. 
When the event reports is triggered, e.g. when the round trip or UL/DL packet delay is longer than the threshold, the RAN can report QoS monitoring events to the SMF via N2 interface, and the UPF can report the events via N4 interface. After receiving the QoS monitoring events report from RAN or UPF, the SMF may forward the report to e.g. PCF. 
Editor’s Note: The parameters definition and detail procedures, e.g. the QoS Monitoring Events, how and how often they are reported are FFS, how PCF use the event reports is FFS.
Editor’s Note: the QoS monitoring function on RAN is FFS and will be investigated by RAN WGs.
6. X.1.2 Enforce QoS Monitoring


The monitoring packet is using the same QoS flow as the URLLC service packet data to be monitored. To distinguish the GTP-Us delivering the monitoring packets from the ones delivering the service packets, a new payload type QMP (QoS Monitoring Packet) in GTP-U header (between UPF and RAN) is introduced. 



[image: image2.emf]GTP-U (new type, 

Sequence 

Number) 

UDP/IP

L2

L1

GTP-U (new type, 

Sequence 

Number) 

UDP/IP

L2

L1

UPF

T1 T2

T5

T6

RAN


Figure 6.X.1.1-1 Packet delay measurement 
The round trip latency could be monitored by sending the round trip monitoring packets between the UE and UPF. 

When the packet delay monitoring is activated by the network, the UPF creates and sends the monitoring packets to the RAN:

· Step1. UPF generates the monitoring request packets and assigns a relevant sequence number with each packet. UPF encapsulates the GTP-U header with QFI, TEID and QMP indicator. The UPF records the local time T1 after sending out the packets to the RAN successfully.

· Step2. When receiving the monitoring request packets, RAN records the sequence number and the local time T2, initiates packet delay measurement between RAN and UE.
  Editor’s note: How the UPF determines the length of the monitoring packets is FFS.
 Editor’s note: QoS monitoring mechanisms adopted in RAN part depends on RAN conclusion.
· Step3. When receiving the monitoring response packet from UE, RAN encapsulates QMP indicator in the GTP-U header of the measurement response packet and send it out to the UPF. RAN also includes the local time T5 the response packet sent out, together with the T2 in step2 in the response packet.

· Step4. UPF records the local time T6 when receiving the monitoring response packet identified by the sequence number. 
The UPF calculates the latency as the following:
· RTT1: Round trip latency between the RAN and UPF: (T6-T1) – (T5-T2)

· RTT2: Round trip latency between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

· RTT3: Round trip latency between the UPF and UE: RTT1+RTT2

It is assumed that the time synchronization precision between the UE and RAN achieves to microsecond level and the network latency between the RAN and UPF is regarded as symmetric, so we suggest approximate one way latency could also be calculated:

· One way delay 1: DL or UL between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

· One way delay 2: DL or UL between the RAN and UPF: [(T6-T1) – (T5-T2)]/2

· One way delay 3: DL or UL between the UE and UPF: One way delay1 + One way delay2
The UPF and RAN could encapsulate the sequence number timestamp in the monitoring packets to calculate the one way or RTT packet delay between the RAN and UPF.
Editor’s Note: It is FFS how to send the packet delay (UL/DL) result between UE and RAN to the UPF.

Editor’s Note: the monitoring packet can be a new defined packet like echo request/response or G-PDU which delivers the UE service data. Which type packet is selected for QoS monitoring is FFS, and how often the monitoring packets should be sent is also FFS.
6. X.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6. X.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6. X.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
* * * * End of Change * * * *
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