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Discussion

Protocols and standards targeting increased reliability via redundant transmissions are gaining a lot of momentum. For instance, multi-path protocols such as MPTCP allow creation of redundant data flows at transport layer to improve the reliability and latency performance of an end to end (E2E) connection. Similarly, data replication plays also an important role in the Time-Synchronized Networking (TSN) standards family (IEEE 802.1) as a way to achieve the stringent availability and reliability requirements of industrial applications. Frame replication (e.g. via IEEE 802.1CB) was considered also in the solution proposed to last SA2. 

In some cases, such redundant transmissions will be terminated towards a single device (even if two ports on the same 5GS are being addressed) while in other cases hardened industry devices may have two different radio modems (e.g. double UE device, similar to trend of having two independent Ethernet cards in a server) that the replication or hybrid access service is tied to. An example user-plane architecture of the latter case is shown in Figure 1.
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Figure 1: High level architecture with N UEs in a host. Two related downlink data streams (e.g. generated by a MPTCP or TSN host) are depicted.

The upcoming 5G New Radio (NR) is expected to carry the above types of traffic.

The duplication mechanism in MPTCP/MPQUIC and TSN protocols is often based on the expectation that the hardware of each sub-path is independent (for instance, a typical MPTCP use case is to transmit data on across both a wireless and a wireline connection). This is however not the case if the various replicas are transmitted over the same NR system, as illustrated in Figure 1. In fact, in its current form, 5GS (that is in scope of 3GPP) is fully unaware of the packet replication occurring outside the 3GPP ecosystem, meaning that redundant packets will typically get the same treatment, e.g. transmitted on the same wireless link or even multiplexed within the same TTI, which can impact reliability as both packets experience correlated performance. Similarly, for the case of industrial-grade multi-UE devices, the 5GS is also unaware that more multiple UEs may be contained within the same physical system and might also require uncorrelated treatment, e.g. be served by different gNBs and/or over different carrier frequencies.

For instance, for some I4 scenarios, there is the requirement that up to N successive packets can fail before there are problems. E.g. for such a system we may choose to send every other packet on different multipaths in order to decrease the chance that they see correlated errors. E.g. we don’t necessarily need to duplicate the packets but rather will route them in a special way to reduce the chance there are “correlated” errors in successive packets.

Thus, we propose a solution to consider introducing a framework within the 3GPP System to leverage the knowledge of traffic replication over the top.

Proposal

It is proposed to update TS 23.725 as follows.

FIRST CHANGE
6.X
Solution for Key Issue #X: Replication Manager framework in 3GPP System
6.X.1
Description

Editor's note:
This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.

This solution introduces a replication manager (RM) framework that allows the 3GPP system to be aware (e.g. detect or have explicit information) that two or more “streams” of replicated packets belong together, and guide the lower layers to ensure these packets get an optimized treatment in the 3GPP system depending on whether the streams are terminated in a single UE or by two different UEs that belong together within the same hub-solution (e.g. TSN hub with two or more redundant 5G modems). This is to specifically ensure that 3GPP features are used optimally to ensure that latency/availability/reliability requirements and expectations of external duplication methods are fulfilled (e.g. including hybrid access solutions, IEEE 802.1CB, etc.). Additionally, the RM framework is applicable to any external multi-path mechanism even if the multiple paths are not used in a redundancy fashion (i.e., duplicating each packet on all paths) but for partly or fully disjoint data transmission.

In short, the main principles of the solution are as follows:

1. An entity/functionality in the 3GPP system, refer to it as replication manager (RM) functionality, is able to detect multiple related flows, and whether they are utilized for redundant packets, of incoming IP/Ethernet flows at the transmitter side. Control plane aspects necessary for the replication manager functionality resides in the SMF and the User plane aspects necessary for the replication manager functionality resides in the UPF.
2. The replication manager guides the lower layers to ensure their corresponding latency/availability/reliability requirements are fulfilled.

a. In the simplest form, the RM forwards the received replicas to the lower layers, by adding a header or other type of indication that tells the lower-layers to treat the packets as uncorrelated as possible.

b. More sophisticated options include manipulation of the incoming data, e.g. combining, excluding, or further replicating (among other operations) the incoming packets. For instance, create 3 packets based on the two incoming replicas and make sure they are scheduled according to step 2a. Another option is to only forward a single or a subset of the packets to the lower-layer but scaling appropriately the QoS constraint to be fulfilled by the lower layers.

3. At the receiver side, the receiver translates and forwards the internal streams to the corresponding external network(s). To make it transparent to the external network(s), further combine/remove/replicate operations may be applied to “reverse” the operations in step 2b. The RM entity at the receiver can use the header information (or share explicit information with the RM entity at the other end) to translate/re-build packets according to the external network(s) requirements. For example:

a. For MPTCP redundant transmissions, all the duplicated packets should be forwarded to the to the receiver host to ensure correct performance of the protocol, even if only a single packet was transmitted over the radio network.

b. For TSN applications, where the 5GS acts as a TSN ethernet bridge, the 5GS might need to forward a lower/equal/larger number of packets to the receiver host as specified in the 802.1CB standard.

Figure 6.X.1-1 below shows an example of the user-plane system architecture of the proposed solution. The RM entity may be a part of the UPF (or collocated with the UPF) for user plane functionality and SMF for control plane functionality. We consider a multi-UE transceiver that encompasses various UEs with independent hardware and protocol stacks. Each gNB can also consist of multiple distributed units (DU) attached to a central unit (CU).
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Figure 2 5G System User plane architecture with replication manager framework
1) Selection of Replication Manager and UPFs

Depending on the type of PDU Session and policies provided by the PCF (e.g. URLLC Sessions), SMF can determine when to activate support for replication manager framework. Accordingly, SMF can take that into consideration for selecting an UPF with capabilities to support RM (or is collocated with RM) for the associated PDU Sessions.

6.X.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
We use a downlink traffic flow example where redundant data (e.g. generated by MPTCP or 802.1 standard) enter the 3GPP system and must be reliable received at the multi-UE receiver:
2) Discovery of multiple “streams” of packets
The replication manager in the 3GPP system is introduced to be aware that two or more “streams” of packets belong together. This can be achieved with an API or direct communication with an external management system (e.g Hybrid Access Gateway (HAG) for MPTCP/MPQUIC protocols, or the Centralized Network Controller (CNC) in TSN systems).

Data inspection in the UP can also be applied to some extent for autonomous discovery of multiple related flows. For instance, in MPTCP, redundant data can be detected in two steps: 
1) first by associating related sub-flows with each other; For the first step, the RM inspects the TCP SYN sub-flow establishment segments. In each MPTCP connection, the initial sub-flow carries the MP_CAPABLE Option in the SYN segments, which announces a unique token for the connection. Any additional sub-flow established in the same MPTCP connection carries the MP_JOIN Option in the SYN segments, with the same token as sent in the MP_CAPABLE Option of the corresponding first sub-flow. The tokens thus identify the related sub-flows within a connection.
2) second by looking at the data sequence number of the MPTCP DSS Option to detect that two sub-flows are transmitting duplicate data (i.e., the sub-flows are operated in redundancy mode). For the second step, the RM monitors the sub-flow sequence numbers and the data sequence numbers of the packets in all sub-flows. The two types of sequence numbers are available in the DSS options. Data duplication across sub-flows is detected if the same relative data sequence numbers are observed in different sub-flows. The relative data sequence number is generated for each packet by subtracting the sub-flow specific initial data sequence number from the packet’s data sequence number. The initial data sequence number is captured from the first packet in each sub-flow that carries a DSS option. The sequence numbers are considered per UL and DL direction.

The replication manager informs the lower-layers (e.g. SDAP at the gNB/UE) of the detected redundant packets. As an option, it can also manipulate the incoming data, e.g. merging two packets into a single packet but mapping it and indicating the higher reliability needs for the packet.

3) Leveraging it for mapping to DRBs in the RAN
The additional information provided by the replication manager as part of UP packet header is leveraged at lower layers (e.g. at the SDAP) to optimize the delivery of the information. The SDAP is in charge of mapping higher-layer data to different DRBs, therefore it can enforce (or further guide the PDCP/MAC layers) the following data example treatments: 

· Ensure time diversity in the transmission of the replicated packets (within time budget).
· Utilize frequency or antenna diversity, including mapping the data to different component carriers.
· Utilize spatial diversity in multi-connectivity-capable systems (transmission/reception different cells/DUs)

· Apply further duplication e.g. at PDCP layer (PDCP duplication)
· Ensure handovers of data carrying paths do not happen simultaneously.

Systems with multi-UE capable receivers will benefit from further possibilities for optimal delivery of the Downlink traffic. For instance, the replication manager could guide the lower-layers to make sure that the redundant data is scheduled independently to each UE conforming the multi-UE receiver. It can furthermore ensure that the UEs are connected to different gNBs (this may not happen automatically by using standard cell selection criteria), and prevent simultaneous handovers on the different gNB-UE links.
As an alternative, each of the replicated packets are mapped to separate DRBs in the SDAP layer, each DRB (based on delay critical 5QI) to increase the reliability of each path. 

4) Translation at the Receiver
The data is finally at one or multiple UEs at the receiver side. To maximize the benefits of the proposed solution, the replication manager should be an entity that is common for all the UEs in the receiver. This facilitates collecting the multiple packet replicas in a single place, and potentially manipulate or re-assemble the packets to ensure transparency to the outside. The replication manager at the receiver forwards the received data to one or more output ports, as expected by the application layer protocol.
6.X.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.X.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
END OF CHANGES
3GPP


