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Abstract of the contribution: Discusses certain aspects related to the integration of TSN to the 5G System.
1. Background
IEEE Time Sensitive Networking (TSN) Task Group is developing the TSN set of standards, whose goal is to provide deterministic services through IEEE 802 networks. TSN provides functionalities that are needed in order to support services with stringent requirements on latency, jitter and error rate.
The Time-Sensitive Networking (TSN) framework establishes a set of specifications to meet the strict performance requirements of high performance manufacturing. The entire list of specifications is quite extensive and an overview for most can be found in [1] and [2].   
In SA1 Technical Reports though only, the following TSN features are referenced:

· Clock synchronization among all Ethernet nodes (IEEE 802.1AS, which leverages Precision-Time-Protocol PTP defined by IEEE 1588)

· Time-aware scheduling for hard real-time (RT) traffic (IEEE 802.1Qbv, integrated into IEEEE 802.1Q-2014)

Discussion on Key Issue 3.2 (time synchronization aspect)

SA1 TR 22.804 describes a requirement for synchronization of all automation endpoints, in order for the endpoints to coordinate sensing and actuation procedures at a common sampling point, with alignment of the order of 1 microsecond. Refer to bullet 4, Section 5.3.2.3 for a description of the use case.

With TSN, syncronizaiton is performed by 802.1AS/gPTP messages where each automation endpoint acts as an 802.1AS client, and a TSN Master Clock that generates the 802.1AS messages. For automation systems operating over a wireless interface, there are two options for the deliver of precise timing information to the UE.
Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE. In this option, the 5G system appears as a 802.1AS compliant entity that allows northbound and soutbhould nodes to use 802.1AS standardized signalling to exchange time information.
Option 2: Conveying timing to the UE via 5G specific signalling, e.g. via 5G broadcast/frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. at PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages).
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Figure 1: Time synchronization for UE with 5G signalling (Option 2)
Option 1 has the challenge that 802.1AS messages have to be transported via the 5G system with predictable latency (as is done via wired 802.1AS compliant nodes currently). This may be difficult for wireless systems due to the variability of latency over a wireless link.
Option 2 has the challenge that broadcast channel can only broadcast time for one timing domain.
Proposal 1: The following issues should be noted for discussion under Key Issue 3.2
· Can it be assumed that all UEs connected to the 5G system need to be synchronized to the same time source? 

· What is the complexity of Option 1, i.e. supporting 802.1AS operation via the transport of 802.1AS messages over the 5G system (analysis requires work in RAN WGs also)
· What is the complexity of Option 2, i.e. signalling precise timing to the UE via 5G air interface signalling (analysis primarily requires work in RAN WGs).

Proposal 2: The broad solution categories outlined under Options 1 and 2 above should be documented for Key Issue 3.2

Discussion on Key issue 3.1 (System enhancements to support TSN)
Time-aware scheduling in 802.1Qbv creates packet delivery schedules where certain flows are prioritized. These schedules take the form of specific time intervals (specified w.r.t. a global time) where packets of a certain flow take priority.  The overall framework involves prescribed behaviors at individual 802.1 bridges.
Brief summary of TSN reservation framework:

[image: image2]
Figure 2: SRP Listener and and Talker roles in IEEE 802.Qat
IEEE 802.1 defined TSN configuration mechanisms, explaining how the fully-centralized configuration model can be optimized for use with TSN-enabled industrial control applications. Using 802.1Qat Stream Resevation Protocol (SRP) is used for End-to-end resource reservation for streams. Talkers advertise streams by sending talker messages. Messages contain traffic specification (Tspec): max frame size, max # frames/interval, priority. Bridges determine whether reservation is possible; update accumulated latency field. The Updates type of message from talker advertise to talker fail if reservation is not possible. Listeners on the other hand subscribe to streams by sending listener messages. Reservations are made as listener messages are propagated back. Bandwidth is reserved on the traffic shaper (FQTSS/CBS) for the corresponding queue. Talker may start transmitting, once it receives listener ready message. 

As defined in [2], in order to meet especially redundancy and traffic scheduling requirements using time-aware traffic scheduling, bridges are best configured using a centralized architecture, where central software controllers gather application requirements and dynamically configure the network to meet those requirements. Whereas SRP uses a distributed configuration approach, where network bandwidth reservations are established by propagating requests and responses through the entire network, 802.1Qcc adds a fully centralized configuration model that allows all-knowing, centralized software controllers to receive stream requirements from Talkers and Listeners and to directly configure the relevant bridges to meet those requirements.
The bottomline of both these approaches is that the network is configured in a centralised manner and resources reservation is performed in all the intermediate 802.1 bridges.

Approaches on 5G interworking with TSN

5G system overall adopts a QoS framework where applications request QoS properties that the 5G system then meets using 5G framework such as GBR, 5QI.
When integrating TSN interworking with 5G, two broad options are possible.

Option 1 (Adapted TSN framework): In this option, the 5G system receives TSN related reservation requests  using the well-established 5G QoS framework. The 5G system then uses 5G internal signalling to satisfy the TSN reservation request. 
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Figure 3: 5G System interworking with TSN adaptations
A simple way to describe this approach is that 5G System is considered a black box from the TSN viewpoint. This approach would be easier to the traditional handling of QoS inside the 3GPP system and there is no need for any of the 3GPP network nodes to support TSN protocols and procedures. 
Though this approach has simplicity, it needs to be assessed whether it is valid or not: Can delay Tolerance, Packet Loss and jitter requirements that are currently accomplished by TSN be fulfilled by a 5G System? 
This analysis that needs to be done between RAN and SA2, w.r.t. the performance KPIs are currently defined in clause 8.1 of TR 22.804 [3] (see preliminary analysis in Annex A of the present paper). This can determine whether existing 5G QoS mechanisms already meet these requirements, whether potentially extensions in the 5G QoS framework e.g. by adding new parameters can also be considered or is essential to support TSN  "inside" the 5G System. 

Note that under this option the 5G system may use TSN internally, e.g. for the link layer for the N2 interface or for the fronthaul interface between CU and DU, but these TSN functions do not interwork with TSN nodes outside the 5G system. Such link layer use of TSN is typically outside the scope of 3GPP specifications.
Option 2 (Integrated TSN framework): In this option, indivual nodes of the 5G system (e.g. UPF, gNB) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5G system and associated infrastructure to present itself as multiple TSN-compatible end-points. Adopting the Integrated TSN approach will involve more extensive specification work,and should be considered if the adapted TSN approach is found to have significant difficulties.
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Figure 4: 5G System interworking with TSN integration
Proposal 3: The broad solution categories outlined under Options 1 and 2 above should be documented for Key Issue 3.1. 
Proposal 4: It is proposed to check with RAN whether the performance requirements defined in clause 8.1 of TR 22.804 can be met with existing 3GPP scheduling mechanisms (TSN adaptatio nmodel) or there is need to integrate TSN inside the 5G System nodes (integrated TSN option). An LS to RAN1 and RAN2 is drafted in S2-187738.

Need for time-syhchronization of 5G system nodes

For the integrated TSN option described above, the TSN requirements apply to individual 5G nodes, and it is reasonable to expect that individual 5G nodes are synchronized to TSN time.
For the adapted TSN option, it requires further analysis to see which (if any) 5G nodes require to be time-synchronized to TSN time, and what methods can be used to achieve such synchronization. This analsyis depends on the specific QoS requirements (e.g. latency, jitter) and should be part of the study.
Proposal 5: It is proposed to also check with RAN whether the performance requirements defined in clause 8.1 of TR 22.804 require the gNBs (and potentially other nodes) to be synchronized to TSN time.
2. Conclusion
It is proposed to capture the following changes in TR 23.734 and send LS to RAN1, and RAN2 about evaluating the performance requirements to determine the right architecture of TSN integration. 
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Annex A – Preliminary analysis of the performance requirements from TR 22.804, indicated in clause 8.1
8.1.2
Periodic deterministic communication

	Characteristic parameter (KPI)
	Influence quantity
	Interim Assement

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	

	> 99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	
	Can be met (already 5QIs with similar performance)

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Need to check whether it can be met by RAN

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	
	Need to check whether it can be met by RAN

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 150 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Can be met (already 5QIs with similar performance)


NOTE 2: The time parameters and the message size in row two and three are to be read as follows. First, a transfer interval value that lies within the provided interval is chosen. Then the end-to-end latency and the survival time are inferred. For instance, one chooses 10 ms in row four. In this case the survival time is also 10 ms, and the end-to-end latency is smaller than 10 ms and the jitter is 5 ms. Next, the message size is chosen; for instance, 250 kbyte.

8.1.3
A-periodic deterministic communication

	Characteristic parameter (KPI)
	Influence quantity
	Interim Assement

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UE speed
	# of UEs
	

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	
	Need to check whether it can be met by RAN

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	
	Can be met (already 5QIs defined with similar performance)

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	
	Can be met (already 5QIs defined with similar performance)

	> 99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark
	Can be met (already 5QIs defined with similar performance)

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark
	Can be met (already 5QIs defined with similar performance)

	> 99,9%
	< 10 ms
	
	
	
	
	Can be met (already 5QIs defined with similar performance)


8.1.4
Non-deterministic communication

[Not relevant for this discussion]
8.1.5
Mixed traffic

	Characteristic parameter (KPI)
	Influence quantity
	Interim Assement

	Communication service availability
	End-to-end latency: target value
	Service bit rate: aggregate user-experienced data rate
	UE speed
	# of UEs
	

	> 99,9999%
	< 100 ms
	1 Gbit/s
	
	2
	Can be met (already 5QIs defined with similar performance)

	
	≤ 10 ms
	
	< 14 m/s
	See remark
	Can be met (already 5QIs defined with similar performance)

	99,9999999%
	16 ms
	
	
	
	Need to check whether it can be met by RAN


>>> Start changes<<<
5.3
Key issue #3: Enablers to support Time Sensitive Networking (TSN)
5.3.1
Key issue #3.1: System Enhancements to support Time Sensitive Networking (TSN)

5.3.1.1
Description

The objective of this Key Issue is to introduce support for Time Sensitive Networking in 5G System. With starting point in TR 22.804 [6] and TS 22.261 [2], further clarify reference scenarios (i.e. at the architectural level) for 5G System support for TSN, including functional as well as performance requirements related to TSN use-cases (e.g. user plane jitter versus synchronization requirements).

Editor's note:
definition for TSN is FFS.

The open issues for this key issue in order to support TSN are as follows:

-
What are the architecture assumptions and principles for supporting TSN in 5G System?

-
What are the necessary enhancements to QoS (e.g. new 5QI), policy framework to support TSN?

-
What are the necessary enhancements to 3GPP network to support scheduling requirements between UE(s) and application for wireless TSN deployment (e.g. coordination and synchronization of scheduling across multiple cells, multiple gNBs for multiple UE(s) etc.) in the 5G System for TSN support?

-
What are the impact on 5G System when TSN support is introduced due to mobility and determine to what extent TSN can be supported when there is mobility?

-
How and whether interworking and co-existence can be supported with existing TSN deployments should be identified?

-
It needs to be studied whether and how work done in other SDOs (e.g. IEEE, IETF) can be leveraged for support of TSN in 5G System e.g. scheduling of traffic (IEEE 802.1Qbv).
NOTE:
Items that are not specific to TSN are in the scope of FS_5G_URLLC. For instance, system enhancements to increase reliability (e.g. by potentially enabling support for IEEE 802.1CB) and to reduce handover related Jitter is in the scope of FS_5G_URLLC.
-
If gNB is becoming part of TSN subnet and it needs to support requirements to perform resource reservation using SRP (in IEEE 802.1Qat), centralised Network Configuration (in IEEE 802.1Qcc) and support time-aware scheduling (in IEEE 802.1Qbv)?
-
Editor's Note: Before proceeding with solutions requiring TSN support inside the 5G System network functions the following, needs to be checked:

 Whether delay Tolerance, Packet Loss and jitter requirements defined in TR 22.804 [6] and in current industrial networks are accomplished by TSN can be fulfilled by 5G System exising QoS architecture e.g. by adding new parameters but without full integration of TSN inside the 5G System. Depending on the answer appropriate architecture for "adaptation" or "integration" with TSN will be considered.

5.3.2
Key issue #3.2: Time synchronization aspect
5.3.2.1
Description

TR 22.821 [7] describes a use case for factory automation in clause 5.17 and corresponding performance requirement in clause 5.21.
Factory Automation applications have stringent requirements on latency, jitter and error rate. Among these requirements, time synchronization is the pre-condition to achieve deterministic packet delivery.

Besides that, time synchronization is also used for other use cases such as defined in TR 22.804 [6], clause 5.6.5, Smart Grid: synchronicity between the entities.
This key issue is to study:

-
How the 5G system achieves time synchronization for the devices connected to the 3GPP network, to meet the requirement defined by SA WG1.

-
How the 5G system achieves time synchronization between the devices connected to the 3GPP network and external time-sensitive network to meet the requirement defined by SA WG1.
- 
Can it be assumed that all UEs connected to the 5G system need to be synchronized to the same time source? 

- 
What is the complexity of supporting 802.1AS operation via the transport of 802.1AS messages over the 5G system (analysis requires work in RAN WGs also)?
- 
What is the complexity of signalling precise timing to the UE via 5G air interface signalling (analysis primarily requires work in RAN WGs)?
>>> Next change<<<

6.x
Solution #x: Options for time synchronisation using TSN (key issue 3.2) 
6.x.1
Description

This is a set of solutions for Key Issue 3.2.

SA1 TR 22.804 [6] describes a requirement for synchronization of all automation endpoints, in order for the endpoints to coordinate sensing and actuation procedures at a common sampling point, with alignment of the order of 1 microsecond. Refer to bullet 4, Section 5.3.2.3 of TR 22.804 [6] for a description of the use case.

With TSN, syncronizaiton is performed by 802.1AS/gPTP messages where each automation endpoint acts as an 802.1AS client, and a TSN Master Clock that generates the 802.1AS messages. For automation systems operating over a wireless interface, there are two options for the deliver of precise timing information to the UE.

Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE. In this option, the 5G system appears as an 802.1AS compliant entity that allows northbound and soutbhould nodes to use 802.1AS standardized signalling to exchange time information.

Option 2: Conveying timing to the UE via 5G specific signalling, e.g. via 5G broadcast/frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. at PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages).
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Figure 6.x.1-1: Time synchronization for UE with 5G signalling (Option 2)
Option 1 has the challenge that 802.1AS messages have to be transported via the 5G system with predictable latency (as is done via wired 802.1AS compliant nodes currently). This may be difficult for wireless systems due to the variability of latency over a wireless link.

Option 2 has the challenge that broadcast channel can only broadcast time for one timing domain.

6.x.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6.x.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.x.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
>>> Next change<<<

6.y
Solution #y: Adapted TSN framework
6.y.1
Description

This is a solution for key issue 3.1.

5G system overall adopts a QoS framework where applications request QoS properties that the 5G system then meets using 5G framework such as QoS Flow type (GBR, delay critical GBR), 5QI, ARP etc.

When integrating TSN interworking with 5G, two broad options are possible.

Adapted TSN framework: In this option, the 5G system receives TSN related reservation requests using the well-established 5G QoS framework. The 5G system then uses 5G internal signalling to satisfy the TSN reservation request. 
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Figure 6.y.1-1: 5G System interworking with TSN adaptations (Adapted TSN framework)
A simple way to describe this approach is that 5G System is considered a black box from the TSN viewpoint. This approach would be easier to the traditional handling of QoS inside the 3GPP system and there is no need for any of the 3GPP network nodes to support TSN protocols and procedures that are integrated with the external TSN system. 



Note that under this option the 5G system may use TSN internally, e.g. for the link layer for the N3 interface or for the fronthaul interface between CU and DU, but these TSN functions do not interwork with TSN nodes outside the 5G system. Such link layer use of TSN until now is typically outside the scope of 3GPP specifications.
Editor's Note: Transport Level Marking is provided from SMF to UPF as currently defined in TS 29.244. Whether some enhancement is needed in order to indicate mapping of Transport Level Marking to TSN parameters used in link layer is FFS.




6.y.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6.y.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.y.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
Though this approach has simplicity, it needs to be assessed whether it is valid or not based on whether delay Tolerance, Packet Loss and jitter requirements that are currently accomplished by TSN in fixed network deployment, can be fulfilled by a 5G System. 

Between RAN and SA2 it needs to be assessed, whether the performance KPIs are currently defined in clause 8.1 of TR 22.804 [6] can be met with this approach. This can determine whether existing 5G QoS mechanisms already meet these requirements, whether potentially extensions in the 5G QoS framework e.g. by adding new parameters can also be considered or is essential to support TSN  "inside" the 5G System. 

6.z
Solution #z: Integrated TSN framework
6.z.1
Description

This is a solution for key issue 3.1.
Integrated TSN framework: In this option, indivual nodes of the 5G system (e.g. UPF, gNB) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5G system and associated infrastructure to present itself as multiple TSN-compatible end-points. Adopting the Integrated TSN approach will involve more extensive specification work, and should be considered if the "adapted TSN approach" (Solution 6.y) is found to have significant difficulties.
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Figure 6.z.1-2: 5G System interworking with TSN integration (Integrated TSN framework)
Editor's Note: It is FFS whether the backhaul delays between gNB and UPF can be assumed to be are symmetric in terms of transmission directions and time-invariant.
6.z.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6.z.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.z.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
>>> End of changes<<<
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