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1
Introduction
Solution #11 includes the following discussion part on the PC5 QoS framework. 

6.11.2.3
QoS support and AS layer configurations

It is desirable that QoS can be support over the unicast and multicast communication as well.

In TS 23.285 [5], the QoS model for V2X communication is based on the per packet model, e.g. PPPP and PPPR. With unicast or multicast communication, it should be discussed whether a connection-oriented QoS model similar to that of Uu connection should be supported as well.

As also discussed in key issue #4 "Support of PC5 QoS framework enhancement for eV2X", something more than existing PPPP and PPPR is expected be required.

Specifically for unicast or multicast, due to the link or group involved, most packets sent over the same unicast link between a pair of peers should have the same QoS characteristics. This is closer to the Uu connection model, rather than the normal broadcast based traffic. Therefore, Uu type of QoS management concept can be reused here. This allow a unified model for Uu and PC5.

In addition, there could be different AS layer features that may be optional or not backward compatible. Therefore, when setting up the unicast link, such configuration could be also negotiated and configured together with/or as part of the QoS profile.

Editor's note:
It is FFS whether unicast or multicast V2X can have a QoS model based on connection, i.e. different from that for the per packet model for broadcast.

Editor's note:
The QoS Model defined has dependency and impacts on RAN, and would require RAN WGs confirmation.

The case of multicast traffic in the discussion is grouped together with unicast traffic and presented in contrast to that of broadcast traffic.
Similar grouping of multicast with unicast is alluded to in Solution #19:

Considering the 5GS V2X capable UEs, there are three different types of traffic: broadcast, multicast, and unicast. 

For unicast type of traffic, it is clear that the same QoS Model as that of Uu can be utilized, i.e. each of the unicast link could be treated as a bearer, and QoS flows could be associated with it. All the QoS characteristics defined in 5QI and the additional parameter of data rate could apply. In addition, the Minimum required communication range could be treated as an additional parameter specifically for PC5 use. 

Similar consideration applies to multicast traffic, as it can be treated as a special case of unicast, i.e. with multiple defined receivers of the traffic.

For broadcast traffic, there is no bearer concept. Therefore, each of the message may have different characteristics according to the application requirements. The 5QI should then be used in the similar manner as that of the PPPP/PPPR, i.e. to be tagged with each of the packet. 5QI is able to represent all the characteristics needed for the PC5 broadcast operation, e.g. latency, priority, reliability, etc. A group of V2X broadcast specific 5QIs (i.e. VQIs) could be defined for PC5 use.  

In our view the multicast traffic should remain grouped with broadcast traffic and the same per-packet QoS model should continue to be applied there. Here below we provide justification. First we discuss the notions of PC5 link model and PC5 QoS model, and then we propose an interim conclusion about the applicable combinations of PC5 link model and PC5 QoS model in the context of eV2X.
2
Link model vs QoS model
For clarity we introduce the terms of “link model” and “QoS model”, which are partly related, but nevertheless different from each other.
By “link model” we refer to the layer-2 (PC5) characteristics allowing for the link to be classified as “stateful” or “stateless”:
-
A “stateful” link is a link that requires layer-2 (PC5-level) signalling for establishment and, in the normal case, for release of an established link. In Rel-14 ProSe the PC5 link for 1:1 direct communication is a stateful link. The main intent for establishment of this layer-2 link for 1:1 direct communication was to allow two UEs to authenticate each other and establish a secure communication link by using credentials that are different from the group credentials. The notion of “stateful” link can also apply to multicast communications. An example for this is the use of IGMP/MLD (RFC 4604) messages for establishment of a multicast tree for MBMS distribution between the MBMS GW and eNBs, as described in TS 23.246 clause 6.5.3. However, to our knowledge there is no example of “stateful” multicast link in the 3GPP access stratum.

-
A “stateless” link is a link that does not require any layer-2 (PC5-level) signalling for establishment or release. In Rel-14 ProSe the PC5 link for 1:many direct communication is a “stateless” link. This includes the case where the Destination L2 ID is used for multicast or for broadcast communication, howver, the “stateless” link can also be used for 1:1 communication by simply setting the Destination L2 ID to a unicast address.
Observation 1: A PC5 link can be “stateful” or “stateless”, depending whether signalling is used for the link establishment or not.

Observation 2: A “stateful” PC5 link can be unicast or multicast.

Observation 3: A “stateless” PC5 link can be unicast, multicast or broadcast.

By “QoS model” we refer to whether QoS is on “per-bearer” basis (e.g. as on Uu) or on “per-packet” basis (e.g. as on PC5):
-
“Per-bearer” QoS model assumes that some sort of connection (similar to EPS bearer or QoS Flow) is established between two peers using signalling. As part of the connection establishment a set of QoS parameters are exchanged between the two peers that are used for all traffic flowing on the connection in both directions. Requirements such as GBR or MBR can be applied because the sender keeps track of previous transmissions and takes into account the GBR and MBR limitations (e.g. by using an averaging window on per-connection basis).

-
“Per packet” QoS model transmits packets based on a QoS parameter associated on per-packet basis. GBR and MBR requirements cannot be met with this model.

The “per-packet” QoS model goes hand-in-hand with the “stateless” link model.

In contrast, the “stateful” link model can be used with either “per-packet” or “per-bearer” QoS model.

An example of a “stateful” link with “per-packet” QoS model is Rel-14 ProSe 1:1 direct communication. Despite the fact that PC5 signalling is used for establishment of the layer-2 link between two peers, this is done primarily for security purposes in order to establish a secure association between the peers. Given that no QoS information is provided in the process of layer-2 link establishment, the two UEs keep sending packets to each other by applying “per-packet” QoS handling i.e. as instructed by the upper layers and as configured in the lower layers. As a consequence, it is possible that within the same communication dialogue the two peers use asymmetric QoS treatment. Note that in contrast the QoS treatment in the “per-bearer” QoS model on 1:1 links is always symmetric.

Observation 4: A “stateless” PC5 link can only be used with a “per-packet” QoS model.

Observation 5: A “stateful” PC5 link can be used with either “per-bearer” QoS model or “per-packet” QoS model.

Another point worth noting is that the “stateful” multicast link is necessarily unidirectional i.e. the communications along the multicast link go always in the direction from the root towards the leaves. To enable multicast communication among a set of N UEs using a “stateful” multicast link would imply a simultaneous use of N multicast links, each of them rooted in one of the N UEs and having the other (N-1) UEs as leaves. In our view the use of “stateful” multicast bearers in V2X context does not make much sense given the dynamic context where vehicles constantly move in and out of each other’s proximity. Even for the platooning use case (where the relative speed among the vehicles in the platoon is close to zero) it is not clear why each UE in the platoon would have to have a “stateful” multicast PC5 link towards the rest of the platoon members, given that the any such “stateful” multicast tree (if needed) could be provided at the application layers, while using 1:1 links at PC5 layer.
Observation 6: Multicast PC5 communication using “stateful” links would require establishment of N “stateful” multicast trees. It is undesirable to introduce such complexity at PC5 level. If “stateful” multicast trees are needed at all, they should be provided at the application layer, while using 1:1 links at PC5 layer. 
2
Proposal

In relation to the previous discussion we propose a table summary indicating which combinations of link models and QoS models are applicable in the eV2X architecture:

	
	Applicability to eV2X

	Combination of PC5 link model and QoS model
	“stateful” 1:1 PC5 link with “per-packet” QoS model
	Already supported in Rel-14 ProSe

	
	“stateful” 1:1 PC5 link with “per-bearer” QoS model
	FFS

	
	“stateful” 1:many PC5 link (with either “per-packet” or “per-bearer” QoS model)
	No; incurs too much complexity in the eV2X layer

	
	“stateless” link with “per-packet” QoS model
	Already supported in Rel-14 ProSe


It is proposed to add this table as an interim conclusion in TR 23.786, as part of Key Issue #4.
******************************** START CHANGE *********************************

7.x
Interim conclusions for Key Issue #4
This conclusion is relevant to the part of Key Issue #4 related to the PC5 QoS framework.

The table summary below indicates which combinations of PC5 link models and PC5 QoS models are applicable in the eV2X architecture:

	
	Applicability to eV2X

	Combination of PC5 link model and QoS model
	“stateful” 1:1 PC5 link with “per-packet” QoS model
	Already supported in Rel-14 ProSe

	
	“stateful” 1:1 PC5 link with “per-bearer” QoS model
	FFS

	
	“stateful” 1:many PC5 link (with either “per-packet” or “per-bearer” QoS model)
	No; incurs too much complexity in the eV2X layer

	
	“stateless” link with “per-packet” QoS model
	Already supported in Rel-14 ProSe


******************************** END CHANGE *********************************
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