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1
Introduction
In this paper, Solutions 1, 3 and 5 are compared and two alternatives are provided for conclusion decision.

Firstly Solution 3 and Solution 5 are compared in the following aspects:

· Use cases: In which use cases this solution can be used. Whether it can cover all the scenarios or not? 
· Efficiency: To analyse the impact on the user plane performance and transport resource consumption.
· Impact on the existing entities and interfaces. 
· Extensible / Future-proof 
1.1
Use cases

In solution 3, it establishes an additional tunnel between the UE and UPF without impact on the existing PDU session, so it can support all types of PDU session, i.e. IP PDU session, Ethernet PDU session, and even unstructured PDU session. 

For Solution 5, it is based on the MPTCP proxy function implemented in the UPF, therefore, it can only support the IP PDU session and only be applicable for the TCP/IP traffic in the PDU session. However, some services such as the VR/AR interaction service (e.g. video game) which needs lower latency, higher bandwidth resource, but can live with some packs lost, are normally implemented with UDP/IP. For such services, MPTCP proxy based solution does not work. The figure 1.1-1 shows the traffic distribution per application in the current network. Figure 1.1-2 shows VR/AR revenue forecast per application.  
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Figure 1.1-1: traffic distribution by application           Figure 1.1-2.VR/AR revenue forecast 
Observation 1: Solution 3 can support all types of service. Solution 5 can only support the TCP/I P traffic, and additional solution for UDP/IP and Ethernet are needed for Solution 5. 

 1.2
Efficiency

As Solution 5 only supports the IP/TCP traffic, the efficiency is analysed based on the IP/TCP traffic.   

1.2.1 Transport resource consumption
The protocol stack for solution 3 and Solution 5 are as below:
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Figure 1.2-1: Solution 3 for 3GPP access               Figure 1.2-2 Solution 5 for 3GPP access 
No matter TFCP or MPTCP, they are terminated in UPF. So firstly for N6 interface, Solution 3 and Solution 5 are the same, i.e. the user data are encapsulated over TCP/IP. 
Secondly, between UE and UPF, Solution 3 introduces the TFCP header, Solution 5 introduces the MPTCP header. All the MPTCP options are encoded as TCP options with Option Kind 30 as described in IETF RFC 6824. To be more specific, the Multipath TCP option has the Kind (30), length (variable) and the remainder of the content begins with a 4-bit subtype field. Those subtype fields are defined as follows, referring to IETF RFC 6824:
	Value
	Symbol
	Name

	0x0
	MP_CAPABLE
	Multipath Capable

	0x1
	MP_JOIN
	Join Connection

	0x2
	DSS
	Data Sequence Signal(Data ACK and data sequence mapping)

	0x3
	ADD_ADDR
	Add Address

	0x4
	REMOVE_ADDR
	Remove Address

	0x5
	MP_PRIO
	Change Subflow Priority

	0x6
	MP_FAIL
	Fallback

	0x7
	MP_FASTCLOSE
	Fast Close

	0xf
	(PRIVATE)
	Private Use within controlled testbeds


Please note the MPTCP DSS option contains a data sequence number and an acknowledgement number. These allow receiving data from multiple sub-flows in the original order, without any corruption (message subtype 0x2). For the TFCP solution, the sequence number is also needed, so the TFCP header length can be defined by 3GPP with the same or less length than the MPTCP options. 
Observation 2: The TFCP header will need the same or less bytes than the MPTCP header. So Solution 3 consumes the same or less transport resource compared with Solution 5. 
Additionally, for the GBR, the solution 5 needs to reserve the GFBR resource on both 3GPP and non-3GPP side, otherwise, the traffic cannot be switched to the other access flexibly based on the MPTCP algorithm. It may result in some kind of resource waste when the traffic is only needed to be transported via one access. 

Observation 3: The MPTCP proxy solution 5 needs to reserve the GFBR on both 3GPP and non-3GPP access. It may result in some resource waste. 
1.2.2 User plane performance 
For Solution 5 as defined in subclause 6.5, the traffic steering, switching and splitting rely on the MPTCP algorithm implemented in the terminal. Please find the details in Table 1.2.2-1.
Table 1.2.2-1: mapping between the steering mode and the MPTCP algorithm for IOS and Linux respectively
	Steering mode
	MPTCP algorithm

	
	Apple IOS

https://developer.apple.com/documentation/foundation/urlsessionconfiguration/multipathservicetype
	Linux

https://multipath-tcp.org/pmwiki.php/Users/ConfigureMPTCP   

	Priority-based with 3GPP priority or non3GPP priority
	‘Handover’: A Multipath TCP service that provides seamless handover between Wi-Fi and cellular in order to preserve the connection.

NOTE: The judgement of one access failure depends on the ‘Handover’ algorithm. 
	N/A

	Best-access of the lowest RTT 
	‘Interactive’: A service whereby Multipath TCP attempts to use the lowest-latency interface.
	'Default': It will first send data on sub-flows with the lowest RTT until their congestion-window is full. 

	Aggregation
	‘Aggregate’: A service that aggregates the capacities of other Multipath options in an attempt to increase throughput and minimize latency.
	'Roundrobin': This scheduler will transmit traffic in a round-robin fashion on multipath.

	Redundancy steering
	N/A
	'Redundant': This scheduler will try to transmit the traffic on all available sub-flows in a redundant way.


The traffic steering, switching, and splitting for solution 3 are defined in subclause 6.3, as proposed in the S2-18XXXX. The same steering mode can be supported by solution 3 as below:
Table 1.2.2-2: Steering mode for Solution 3
	Steering mode
	Solution 3

	
	Path performance measurement
	 Traffic distribution handling

	Priority-based with 3GPP priority or non3GPP priority
	Based on the path performance measurement threshold to trigger the switching. 
	TFCP tunnel is used to reorder the packets in the traffic switching procedure. 

	Best-access of the lowest RTT
	Support the access agnostic measurement (e.g. RTT, loss rate) by using TFCP layer. 
	TFCP tunnel is used to reorder the packets when the traffic moved between 3GPP and non3GPP by using the lowest RTT.

	Aggregation
	Based on the path performance measurement by using TFCP layer to support the traffic aggregation. 
	Non-GBR: TFCP congestion control algorithm may be standardized by 3GPP or leave it to implementation. 

TFCP tunnel is used to reorder the packets in multipath aggregation. 

	
	
	GBR: TFCP traffic control can be based on the GFBR/MFBR for each access.  
TFCP tunnel is used to reorder the packets in multipath aggregation.

	Redundancy steering
	N/A
	TFCP tunnel is used to reorder packets and delete the replicated ones. 


Obviously, when multi-path is used in priority-based mode, the best-access mode or the redundancy mode, better user plane performance can be obtained than one access. For the aggregation mode, how much the bandwidth can be raised depends on the aggregation algorithm. The efficiency of this mode can be referred to the ‘Aggregate’ or 'Roundrobin' algorithm.  

Observation 4: The steering modes implemented by Solution 5 can be supported by solution 3 too. For the aggregation steering mode, Solution 5 has the defacto IOS or Linux MPTCP algorithm to raise the aggregation efficiency. For Solution 3, the traffic control algorithm has no reality test. But if necessary, the TFCP traffic control algorithm can mimic the Linux “Roundrobin” algorithm for this case.
1.3
Impact on the existing entities and interfaces.

Both Solution 3 and Solution 5 will impact:
· UE
· UPF
· SMF
· PCF
Table 1.3-1: Impact on the existing entities
	Impacted Entities
	Solution evaluation

	
	Solution 3
	Solution 5

	UE
	1) Link performance measurement and report to the CN 
2) Support the ATSSS rules (e.g. via NAS) and TFCP protocol
	1) Support the MPTCP protocol (including the link performance measurement by TCP layer)
2) Support the traffic steering modes (e.g. transported via URSP) 

	UPF
	1) Link performance measurement
2) Support the traffic forwarding rules and TFCP protocol
	1) Support MPTCP protocol.
2) Support the traffic steering modes (e.g. via traffic forwarding rules)

	SMF
	1) Create the ATSSS rules based on the traffic steering modes. 
	1) Select the UPF supporting the MPTCP proxy. 

	PCF
	1) Create the traffic steering modes for the service.
2) Define the link performance reporting rules.
3) Define the path performance measurement threshold. 
	1) Create the traffic steering modes for the services. 


Observation 5: There is no need for Solution 5 to define the link performance mechanism and the ATSSS rules. So from specification point of view, Solution 5 has less impact on the existing entities and interfaces than Solution 3.
1.4
Extensible / Future-proof
For the traffic steering mode, it may be extended in future depending on the operator requirement. Solution 3 as defined by 3GPP can support any type of steering mode, but Solution 5 needs to rely on IOS and Linux MPTCP algorithm. 
Table 1.4-1: Extensibility
	Steering mode
	 Further steering mode
	Solution evaluation 

	
	
	Solution 3
	Solution 5

	Priority-based with 3GPP priority or non3GPP priority
	N/A
	Yes
	Yes for IOS, No for Linux

	Best-access 
	Lowest RTT (already supported)
	Yes
	Yes

	
	Highest bandwidth
	Yes
	No

	
	Best signal strength/quality
	Yes
	No

	Aggregation
	Routing ratio is flexible
	Yes
	Yes

	
	Routing ratio is fixed
	Yes
	No

	Redundancy steering
	N/A
	Yes
	Yes for Linux, No for IOS


Observation 6: Solution 3 as defined by 3GPP is more extensible and future-proof. Solution 5 is not easy to be enhanced.
Additionally, it is seen that the major difference between Solution 3 and Solution 1(convergence method to establish the tunnel between the UE and UPF) is on how to establish the tunnel. In Solution 1, except GMA based tunnel solution, there are three additional layers between the UE and UPF, apart from the original protocol stack, so that the transport resource consumption is higher than Solution 3. Except this aspect, Solution 1 is quite similar as Solution 3. 

Finally, based on the above analysis, considering the solution 3 can cover all the use cases, and obtain the same efficiency as solution 5, and it is more extensible and future-proof, solution 3 has light protocol stack than solution 1(except GMA based tunnel solution), it is proposed to select solution 3 as a common standard solution. 
Proposal: Solution 3 or Solution 1 with GMA based convergence method is proposed as a common standard solution to support ATSSS for any type of service. 
2
Proposal 

It is proposed to agree the following P-CR to TR 23.793.
********************* start of changes ****************
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6.x
Evaluation

The solution evaluation includes the following criteria:

· Use cases: In which use cases this solution can be used. Whether it can cover all the scenarios or not? 
· Efficiency: To analyse the impact on the user plane performance and transport resource consumption.
· Impact on the existing entities and interfaces. 
· Extensible / Future-proof 
6.x.1
Solution 3 and solution 5
6.x.1.1
Use cases

In solution 3, it established an additional tunnel between the UE and UPF without impact on the existing PDU session, so it can support all types of PDU session, i.e. IP PDU session, Ethernet PDU session, and even unstructured PDU session. 

For Solution 5, it is based on the MPTCP proxy function implemented in the UPF, therefore, it can only support the IP PDU session and only be applicable for the TCP/IP traffic in the PDU session. In other words, the MPTCP proxy solution cannot support the UDP/IP traffic which are also widely applied in reality and in future, such as the VR/AR interaction service traffic.
To sum up, solution 3 can support all types of service. Solution 5 can only support the TCP/IP traffic, and additional solution for UDP/IP and Ethernet are needed for Solution 5. 
6.x.1.2
Efficiency

· Transport resource consumption
The protocol stack for solution 3 and Solution 5 are as below:
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Figure 6.x.1.2-1: Solution 3 for 3GPP                Figure 6.x.1.2-2 Solution 5 for 3GPP 
TFCP and MPTCP both are terminated in UPF. So firstly for N6 interface, Solution 3 and Solution 5 are the same, i.e. the user data are encapsulated over TCP/IP. 

Secondly, between UE and UPF, Solution 3 introduces the TFCP header, Solution 5 introduces the MPTCP header. All the MPTCP options are encoded as TCP options with Option Kind 30 as described in IETF RFC 6824 [xx]. To be more specific, the Multipath TCP option has the Kind (30), length (variable) and the remainder of the content begins with a 4-bit subtype field. Those subtype fields are defined as follows, referring to IETF RFC 6824 [xx]:
Table 6.x.1.2-1 MPTCP Options Subtypes
	Value
	Symbol
	Name

	0x0
	MP_CAPABLE
	Multipath Capable

	0x1
	MP_JOIN
	Join Connection

	0x2
	DSS
	Data Sequence Signal(Data ACK and data sequence mapping)

	0x3
	ADD_ADDR
	Add Address

	0x4
	REMOVE_ADDR
	Remove Address

	0x5
	MP_PRIO
	Change Subflow Priority

	0x6
	MP_FAIL
	Fallback

	0x7
	MP_FASTCLOSE
	Fast Close

	0xf
	(PRIVATE)
	Private Use within controlled testbeds


From the above table, the MPTCP DSS option contains a data sequence number and an acknowledgement number. These allow receiving data from multiple sub-flows in the original order, without any corruption (message subtype 0x2). For the TFCP solution, the sequence number is also needed, so the TFCP header length can be defined by 3GPP with the same or less length than the MPTCP options. 
· User plane performance 

For Solution 5 as defined in subclause 6.5, the traffic steering, switching and splitting rely on the MPTCP algorithm implemented in the terminal. 
Table 6.x.1.2-2 Mapping between the steering mode and the MPTCP algorithm

	Steering mode
	MPTCP proxy solution 

	
	Apple IOS (solution 5)
https://developer.apple.com/documentation/foundation/urlsessionconfiguration/multipathservicetype
	Linux

https://multipath-tcp.org/pmwiki.php/Users/ConfigureMPTCP   

	Priority-based with 3GPP priority or non3GPP priority
	‘Handover’: A Multipath TCP service that provides seamless handover between Wi-Fi and cellular in order to preserve the connection.

NOTE: The judgement of one access failure depends on the ‘Handover’ algorithm. 
	N/A

	Best-access of the lowest RTT 
	‘Interactive’: A service whereby Multipath TCP attempts to use the lowest-latency interface.
	'Default': It will first send data on sub-flows with the lowest RTT until their congestion-window is full. 

	Aggregation
	‘Aggregate’: A service that aggregates the capacities of other Multipath options in an attempt to increase throughput and minimize latency.
	'Roundrobin': This scheduler will transmit traffic in a round-robin fashion on multipath.

	Redundancy steering
	N/A
	'Redundant': This scheduler will try to transmit the traffic on all available sub-flows in a redundant way.


For the solution 3 as defined in subclause 6.3, the same steering mode can be supported by Solution 3 as below:
Table 6.x.1.2-3 Mapping between the steering mode and TFCP algorithm
	Steering mode
	Solution 3

	
	Path performance measurement
	 Traffic distribution handling

	Priority-based with 3GPP priority or non3GPP priority
	Based on the path performance measurement threshold to trigger the switching. 
	TFCP tunnel is used to reorder the packets in the traffic switching procedure. 

	Best-access of the lowest RTT
	Support the access agnostic measurement (e.g. RTT, loss rate) by using TFCP layer. 
	TFCP tunnel is used to reorder the packets when the traffic moved between 3GPP and non3GPP by using the lowest RTT.

	Aggregation
	Based on the path performance measurement by using TFCP layer to support the traffic aggregation. 
	Non-GBR: TFCP congestion control algorithm may be standardized by 3GPP or leave it to implementation. 

TFCP tunnel is used to reorder the packets in multipath aggregation. 

	
	
	GBR: TFCP traffic control can be based on the GFBR/MFBR for each access.  

TFCP tunnel is used to reorder the packets in multipath aggregation.

	Redundancy steering
	N/A
	TFCP tunnel is used to reorder packets and delete the replicated ones. 


Obviously, when multi-path is used in priority-based mode, the best-access mode or the redundancy mode, better user plane performance can be obtained than one access. For the aggregation mode, how much the bandwidth can be raised depends on the aggregation algorithm. The efficiency of this mode can be referred to the “Aggregation” or “Roundrobin” algorithm.
Therefore, the steering modes implemented by Solution 5 can be supported by solution 3 too. For the aggregation steering mode, Solution 5 has the defacto IOS or Linux MPTCP algorithm to raise the aggregation efficiency. For Solution 3, the traffic control algorithm has no reality test. But if necessary, the TFCP traffic control algorithm can mimic the Linux 'Roundrobin' algorithm for this case.
6.x.1.3
Impact on the existing entities and interfaces
Both Solution 3 and Solution 5 will impact:

· UE
· UPF
· SMF
· PCF
Table 6.x.1.3-1: Impact on the existing entities
	Impacted Entities
	Solution evaluation

	
	Solution 3
	Solution 5

	UE
	1) Link performance measurement and report to the CN 

2) Support the ATSSS rules (e.g. via NAS) and TFCP protocol
	1) Support the MPTCP protocol (including the link performance measurement by TCP layer)

2) Support the traffic steering modes (e.g. transported via URSP) 

	UPF
	1) Link performance measurement

2) Support the traffic forwarding rules and TFCP protocol
	1) Support MPTCP protocol.

2) Support the traffic steering modes (e.g. via traffic forwarding rules)

	SMF
	1) Create the ATSSS rules based on the traffic steering modes. 
	1) Select the UPF supporting the MPTCP proxy. 

	PCF
	1) Create the traffic steering modes for the service.

2) Define the link performance reporting rules.

3) Define the path performance measurement threshold. 
	1) Create the traffic steering modes for the services. 


Based on the above analysis, there is no need for the Solution 5 to define the link performance mechanism and the ATSSS rules. So from specification point of view, Solution 5 has less the impact on the existing entities and interfaces for Solution 5 is less than Solution 3.

6.x.1.4
Extensible / Future-proof

For the traffic steering mode, it may be extended in future depending on the operator requirement. Solution 3 as defined by 3GPP can support any type of steering mode, but Solution 5 needs to rely on IOS and Linux MPTCP algorithm. 
Table 6.x.1.4-1 Extensibility
	Steering mode
	 Further steering mode
	Solution evaluation 

	
	
	Solution 3
	Solution 5

	Priority-based with 3GPP priority or non3GPP priority
	N/A
	Yes
	Yes for IOS, No for Linux

	Best-access 
	Lowest RTT (already supported)
	Yes
	Yes

	
	Highest bandwidth
	Yes
	No

	
	Best signal strength/quality
	Yes
	No

	Aggregation
	Routing ratio is flexible
	Yes
	Yes

	
	Routing ratio is fixed
	Yes
	No

	Redundancy steering
	N/A
	Yes
	Yes for Linux, No for IOS


6.x.2
Solution 1 and solution 3
6.x.2.1
Use cases
6.x.2.2
Efficiency

· Transport resource consume
The major difference between Solution 1 (convergence method to establish the tunnel between the UE and UPF) and Solution 3 is on how to establish the tunnel. In Solution 1, there are three additional layers between the UE and UPF, apart from the original protocol stack, so that the transport resource consumption is higher than Solution 3. Except this aspect, Solution 1 is quite similar as Solution 3.
6.x.2.3
Impact on the existing entities and interfaces
The impact on the existing entities and interfaces of Solution 1 and Solution 3 are the same.
6.x.2.4
Extensible / Future-proof

Both Solution 1 and Solution 3 are extensible and future proof.
******************Next change**********************
x.1
Interim Conclusions

The following list summarizes the interim conclusions regarding the support of ATSSS:

· Solution 3 or Solution 1 with GMA based convergence method is proposed as a common standard solution for any type of service.
****************** End of changes**********************
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