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1	Background

The agreed WID on EPS_URLCC contains the following objective:

Utilise CUPS architecture and specify EPC functionality in the following areas:
a) 	Documentation of new QCI(s) to support URLLC services (e.g. using section 7.2 of TS 22.261 as examples) that are not covered by QCIs added as part of the EDCE5 work (e.g. add QCIs for the reliability aspects).


The LSs from RAN (R1-1715089=S2-177556) and RAN 2 (R2-1709976=S2-176871) that SA2 received in Ljubljana at SA2#123 indicate that RAN seem to be working on a relatively isolated target for URLLC, while SA1’s requirements in TS 22.261 are much more extensive and potentially more stringent.

RAN 1 indicated:
…. It is however clear that NR will support one way latency down to 1 ms one-way and with a reliability of 1-10-5 for a packet size of 32 bytes according to TR 38.913. The target for user plane latency for UL and DL within the RAN is 0.5 ms (without reliability requirements). With this, NR can meet the corresponding IMT-2020 requirement…..

And

Also note that in TSG RAN the ultra-reliability aspects of URLLC are targeting completion by June 2018, whereas low latency with normal reliability is targeting December 2017 completion.

The RAN 2 LS was aligned with the RAN 1 LS on the above points.


From TS 22.261, SA1 have the following table. 

Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.
	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size
(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps
up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps
up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2
(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms

	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 	Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.
NOTE 2: 	Currently realised via wired communication lines. 
NOTE 3: 	This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.
NOTE 4: 	Communication service availability relates to the service interfaces, reliability relates to a given node. Reliability should be equal or higher than communication service availability.
NOTE 5: 	Small: payload typically ≤ 256 bytes 
NOTE 6: 	Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 	Under the assumption of 100% 5G penetration.
NOTE 8  Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:	In dense urban areas.
NOTE 10: 	All the values in this table are targeted values and not strict requirements. 



The yellow highlights indicate the capabilities addressed under SA2’s EDCE WID, however, none of these match the 1-10-5 required by RAN.

The green highlights indicate services that require better than 1-10-5 on the radio interface and hence would not seem to be part of RAN’s Release 15 work.

The cyan highlights indicate a couple of features that require 1-10-5, but they have several incomplete components.


2	Discussion
Given the misalignment between RAN work and SA1 requirements, it is suggested that in the short term SA2 focus on QCIs to just meet RAN’s needs for IMT-2020 submission.
Building on EDCE5’s discussions on new QCIs, the following two new QCIs are proposed for Release 15:

	QCI value
	Resource Type
	Priority Level
	One way PDB between SGi and UE application 
	Proportion of unsuccessful packets
	 Attributes / factors
	Example services

	X
	GBR
	2.3
	1.2 ms for 99.999% of packets.

Assumes 0.2 ms from SGi to eNB physical layer

 
	10-5

Including delayed packets

	
Max packet size: 32 bytes
     

	Tactile interaction

IMT 2020 submission



	X+1
	Non-GBR
	6.4
	0.7 ms

For 98% of packets (as existing TS 23.203)

Assumes 0.2 ms from SGi to eNB physical layer

	     10-2

Excluding delayed packets.

This error rate is intended for the configuration of the RAN data link.
	
Max packet size: 32 bytes
	IMT 2020 submission




3	Way Forward

a) It is proposed that SA2 liaise with RAN (and RAN 1 and RAN 2) and SA (and SA1) to determine whether the approach of just specifying QCIs to meet IMT-2020 needs is sufficient for Release 15. 
b) It is assumed that more detailed work on meeting SA1’s URLLC requirements would then be undertaken in Release 16 (SA should confirm this).
c) It is proposed that the above suggested QCIs are discussed, modified, and then sent in an LS to RAN 1 and RAN 2 for rapid review.
d) Subsequently CRs to TS 23.203 should be raised.
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