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Abstract of the contribution: This contribution proposes to record a simple, practical way to handle network slice coexistence.
1 Discussion
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]The topic of network slice coexistence has been discussed extensively in SA2#122, and multiple – complex – solutions were proposed to handle this « issue », trying to resolve all potential situations without considering first whether it is a practical deployment in the first place.
1.1	Why is network slice coexistence an issue ?
The network slice coexistence issue is the fact that two (or more) groups of S-NSSAIs requested simultaneously by the UE cannot be served simultaneously by the network, because none of the set of network slice instances configured in the PLMN supports all the S-NSSAIs requested (and subscribed to by the UE) in the network.
We will rule out below mis-configuration of the network, or mismatch between UE configuration, UE subscription and network configuration, as we consider that these will necessarily be resolved before commercial deployment.
Observation#1: resolving network slice coexistence should focus on planned scenarios and not mis-configuration of the network and/or UE and/or UE subscription.
1.2	When could network slice coexistence issue happen ?
From the operator perspective, it makes sense to organise its network in a way that, in the normal case, all services that a UE is subscribed to, can be provided simultaneously. I.e. the operator will normally organise its network slices in a way that all S-NSSAIs that a UE is allowed to request are available simultaneously in at least one set of network slices.
The only cases where there could be an issue are:
-	the operator is intentionally segregating a set of services from the « regular » services. For example, UEs operating in two (or more) mutually exclusive modes, such as "police mode" vs "off-duty mode", "ultra-secure communications" vs "regular communications", "ultra-low latency Factory 4.0 mode" vs "maintenance/off-service mode" (e.g. for factory equipment). The purpose is to make sure the UE is not simultaneously able to access both sets of services.
-	roaming scenarios, where the UE is not configured for the services of the VPLMN.
Observation#2: Most UEs will never face network slice coexistence issues. UEs facing slice coexistence issues are likely to be facing them on purpose.
1.3	Is network coexistence an issue for roaming scenarios ?
It shouldn't be: HPLMN and VPLMN will contract an agreement, where they decide which S-NSSAIs can be used in the roaming network. The VPLMN is able to map the contracted S-NSSAIs to "local" values, and provide this mapping to the UE so that the UE requests services via the proper S-NSSAI.
From there, two cases remain:
-	The UE has two (or more) mutually exclusive modes. In that case, the ability to use these two modes has to be understood by the VPLMN, hence, it is most likely that if the two sets of S-NSSAIs are made available to the UE in the VPLMN, it is because the HPLMN and the VPLMN have agreed so. In this case, this can be handled by proper mapping: the UE will only request one or the other set (defined in its configuration) at a given time, and the network will be able to map to local S-NSSAIs according to the agreement.
-	The UE is using services that belong to a set of shared slices in the HPLMN, but the VPLMN does not provide such a set. However, when the contract is developed between the the HPLMN and the VPLMN, it is going to list all the S-NSSAIs that the HPLMN expect the VPLMN to be able to receive and process. In that case, the VPLMN is aware of the S-NSSAIs that its roaming partners except it to support simultaneously. The VPLMN can then organise its set of network slices accordingly, for example by the following:
-	the VPLMN may decide that some of the requested hS-NSSAIs from the roaming UE will not be granted
-	the VPLMN may decide to map some of the requested hS-NSSAIs to other vS-NSSAIs in its network so that some sets of network slices are providing all the S-NSSAIs that can be requested by the roaming partners (e.g. some slices may be able to provide adequate service, or may be able to do HR to HPLMN to have the service provided in the HPLMN)
-	the VPLMN may dedicate some set of slices for its roaming users where all the S-NSSAIs that the UE can request are granted, even if the similar combination is not available to its own UEs.
-	In any case, it is most unlikely that a VPLMN will not consider the S-NSSAIs expected by the HPLMN in the roaming agreement, when it is configuring its own network. It is more probably that the VPLMN and the HPLMN will agree on a smaller set of S-NSSAIs if the VPLMN cannot support the combinations in the HPLMNs.
From this, we can conclude that roaming scenarios are not an issue. If some combinations possible in the HPLMN are not available in the VPLMN, the case where the unavailable S-NSSAIs are potentially available in a separate set of slices is purely theoretical. It is possible though that not all services available in the HPLMN are available in the VPLMN, but this is not a coexistence issue (the HPLMN in this case will not send the "offending" S-NSSAIs in the subscription data, and/or the NSSF will remove them from the list of subscribed S-NSSAIs according to the SLA configuration).
Observation#3: Due to the negotiation of the roaming agreement, roaming scenarios will not face coexistence issues.
1.4	Coexistence for mutually exclusive modes ?
The remaining scenario is the case where the operator, voluntarily, makes two or more sets of S-NSSAIs incompatible with each other, because it wants that at least one set of network slices remain isolated from the rest of the network slices (e.g. due to regulatory reasons, contractual reasons, technical reasons).
For the purpose of the discussion, let's define two sets of slices (1,2,3) and (a,b,c) that the UE would want to access. (1,2,3) is used for regular usage, e.g. browsing, personal apps, or software maintenance (e.g. for factory equipment). (a,b,c) is used for the specific, regulated usage, e.g. "on-duty" mode, ultra-low latency factory activity, etc.
In that case, it is clear that the UE is never going to be able to access (1,2,3) or (a,b,c) simultaneously, and it is most likely that the software applications or the user triggering the applications are going to be aware of that. The UE (or rather a managing application in the UE) is going to know that an application using (1) is not going to be able to run when (a) is being used, and vice-versa.
What is required is thus the ability to simply configure in the UE the "Configured NSSAI" in such a way that the UE software is not going to request (1) and (a) simultaneously, and able to accept (or reject) internal requests from applications regarding need of a particular S-NSSAI by simply looking up which set ((1,2,3) or (a,b,c)) is currently active, and then, do (or not do) the switch to the other set.
Observation#4: The functionality required in the UE is only the ability to understand which S-NSSAI within the Configured NSSAI belong to which set of S-NSSAIs that can be used simultaneously.
1.5	Simple handling of network slice coexistence
It is sufficient to let the UE know which set of S-NSSAIs a specific S-NSSAI belongs. To that extent, it is sufficient to structure the Configured NSSAI in separate sets of S-NSSAIs. Alternatively, we could describe it by saying that the UE may be configured with multiple Configured NSSAI, and that the UE selects one or the other set based on its current intended usage when registering. If the UE wants to use a service from one of the other sets, it knows it needs first to deregister from the first set and that the ongoing services associated with the first set will be dropped.
This proposal avoids any runtime negotiation between the UE and the network. It also makes it clear that for most UEs, this functionality is not going to be used, and that only UEs with a special purpose are going to make use of it (i.e. it avoids most UEs without "dual purpose" to have to implement the functionality (cf. the ongoing discussion on minimal support for UEs). It also makes it clear that network slice coexistence is not a « problem », but a « feature » of the network.
Finally, this proposal allows to gracefully handle the case where a S-NSSAI can be used in multiple sets, by allowing the operator to configure the S-NSSAI in multiple Configured NSSAI. In that case, the other required S-NSSAIs are going to be used to descriminate between the sets.
Proposal#1: The UE may be configured with one or more Configured NSSAI. In that case, the UE is only able to register with S-NSSAIs from a single Configured NSSAI. If the UE needs to use a service provided by an S-NSSAI only present in a different set, the UE will deregister first from the ongoing set of slices.
1.6	Handling error situations
Describing coexistence as a problem, the other proposals are focusing on resolving error cases. How would this proposal handle error situations then ?
-	A UE is not configured with Configured NSSAI: in that case, the S-NSSAIs will be derived from the Subscribed S-NSSAIs, and especially the default S-NSSAIs within the subscription. It is expected that the subscription will make sure the default values point to a single set (also in case of roaming scenarios, where the HPLMN and VPLMN will have to agree on the default S-NSSAIs to be used – note that if the agreement does not cover such a case, the NSSF can be configured to make sure the incoming S-NSSAIs from the HPLMN are re-configured to match the network deployment). It is not expected that the operator would not configure a UE with "special needs", and leave it to run-time negotiation to "fix" the configuration.
-	A UE is mis-configured and has incompatible S-NSSAIs within a Configured NSSAI, or disregards the Configured NSSAI restrictions: Considering that the UE subscription is correct, if the UE sends incorrect S-NSSAIs, the values will be trimmed down by the NSSF. If on the other hand, the UE sends correct S-NSSAIs but belonging to separate sets of slices (e.g. due to misconfiguration of S-NSSAIs within the Configured NSSAI), then the network will have to remove a number of S-NSSAIs from the Requested NSSAI. This can also result in an event to update the UE with new Configured NSSAI sets.
In any case, it is expected that the network configuration matches the possibilities offered to a UE in its subscription and its configuration. Error cases should just be that: error cases, that needs to be corrected.
2	Proposal
It is proposed to update TS 23.501 with the following changes.
First set of changes
[bookmark: _Toc488396987][bookmark: _Toc488396992]5.15.1	General
A Network Slice is defined within a PLMN and shall include:
-	the Core Network Control Plane and user plane Network Functions, as described in clause 4.2,
and, in the serving PLMN, at least one of the following:
-	the NG Radio Access Network described in 3GPP TS 38.300 [27],
-	the N3IWF functions to the non-3GPP Access Network described in clause 4.2.7.2.
Network slicing support for roaming is described in clause 5.15.6.
Network slices may differ for supported features and network functions optimisations. The operator may deploy multiple Network Slice instances delivering exactly the same features but for different groups of UEs, e.g. as they deliver a different committed service and/or because they may be dedicated to a customer.
Network slices are structured in sets of network slice instances, which are expected to be able to serve all the required services configured for the UE. In certain cases, the operator might want to separate services accessible by a given UE into separate sets of network slice instances, isolated from each other. In that case, the UE is configured accordingly (see clauses 5.15.4 and 5.15.5.2.1) to only request services from one of these sets of network slices instances at a given time.
A single UE can simultaneously be served by one or more Network Slice instances via a 5G-AN. A single UE may be served by at most eight Network Slices at a time. The AMF instance serving the UE logically belongs to each of the Network Slice instances serving the UE, i.e. this AMF instance is common to the Network Slice instances serving a UE.
The selection of the set of Network Slice instances for a UE is triggered by the first contacted AMF in a registration procedure normally by interacting with the NSSF, and it may lead to change of AMF. This is further described in clause 5.15.5.
SMF discovery and selection is initiated by the AMF when a SM message to establish a PDU session is received from the UE. The NRF is used to assist the discovery and selection tasks.
A PDU session belongs to one and only one specific Network Slice instance per PLMN. Different Network Slice instances do not share a PDU session, though different slices may have slice-specific PDU sessions using the same DNN.
Next set of changes
5.15.4	UE NSSAI configuration and NSSAI storage aspects
A UE can be configured by the HPLMN with one or morea Configured NSSAI(s) per PLMN. A Configured NSSAI can be PLMN-specific and the HPLMN indicates to what PLMN(s) each Configured NSSAI applies, including whether the Configured NSSAI applies to all PLMNs, i. e. the Configured NSSAI conveys the same information regardless of the PLMN the UE is accessing (e.g. this could be possible for NSSAIs containing only standardized S-NSSAIs). When providing a Requested NSSAI to the network upon registration, the UE in a given PLMN shall only use S-NSSAIs belonging to one of the Configured NSSAI, if any, of that PLMN. Upon successful completion of a UE's Registration procedure, the UE may obtain from the AMF an Allowed NSSAI for this PLMN, which may include one or more S-NSSAIs. These S-NSSAIs are valid for the current Registration Area provided by the serving AMF the UE has registered with and can be used simultaneously by the UE (up to the maximum number of simultaneous Network Slices or PDU sessions).
The Allowed NSSAI shall take precedence over the corresponding Configured NSSAI for this PLMN. The UE shall use only the S-NSSAI(s) in the Allowed NSSAI corresponding to a Network Slice for the subsequent procedures in the serving PLMN, as described in clause 5.15.5.
For each PLMN, the UE shall store the Configured NSSAI(s) and, if any, the Allowed NSSAI. When the UE receives an Allowed NSSAI for a PLMN, it shall store it and override any previously stored Allowed NSSAI for this PLMN.
NOTE:	There is only one Allowed NSSAI for the PLMN.
One or multiple of the S-NSSAIs in the Allowed NSSAI provided to the UE can have non-standardized values, which may not be a part of the UE's NSSAI configuration. In such cases, the Allowed NSSAI includes mapping information how the S-NSSAIs in the Allowed S-NSSAI correspond to S-NSSAI(s) in the Configured NSSAI in the UE. The UE uses this mapping information for its internal operation (e.g., finding an appropriate network slice for UE's services). Specifically, a UE application, which is associated with an S-NSSAI as per NSSP, is further associated with the corresponding S-NSSAI from the Allowed NSSAI.
If the UE needs to use an S-NSSAI present in a different Configured NSSAI for this PLMN than the one used in the initial registration, the UE shall initiate a Registration procedure to modify the set of S-NSSAIs, as described in clause 5.15.5.2.2. In that case, the UE can discard the previously stored Allowed NSSAI for the current PLMN.
Next set of changes
[bookmark: _Toc488396995]5.15.5.2	Selection of a Serving AMF supporting the Network Slices
[bookmark: _Toc488396996]5.15.5.2.1	Registration to a Set of Network Slices
When a UE registers with a PLMN, if the UE for this PLMN has a Configured NSSAI or an Allowed NSSAI, the UE shall provide to the network in RRC and NAS layer a Requested NSSAI containing the S-NSSAI(s) corresponding to the slice(s) to which the UE wishes to register, in addition to the Temporary User ID if one was assigned to the UE.
The Requested NSSAI may be either:
-	one of the Configured-NSSAIs, or a subset thereof as described below, if the UE has no Allowed NSSAI for the current PLMN; or
-	the Allowed-NSSAI, or a subset thereof as described below, if the UE has an Allowed NSSAI for the current PLMN; or
-	the Allowed-NSSAI, or a subset thereof as described below, plus one or more S-NSSAIs from the previously used Configured-NSSAI for which no corresponding S-NSSAI is present in the Allowed NSSAI and that were not previously permanently rejected (as defined below) by the network for the present tracking area.
The subset of Configured-NSSAI provided in the Requested NSSAI consists of one or more S-NSSAI(s) in the Configured NSSAI applicable to this PLMN, if the S-NSSAI was not previously permanently rejected (as defined below) by the network for the present registration area, or was not previously added by the UE in a Requested NSSAI.
The subset of Allowed NSSAI provided in the Requested NSSAI consists of one or more S-NSSAI(s) in the last Allowed NSSAI for this PLMN.
The UE may provide in the Requested NSSAI an S-NSSAI from the Configured NSSAI that the UE previously provided to the serving PLMN in the present registration area if the S-NSSAI was not previously permanently rejected (as defined below) by the network for the present registration area.
If the UE has more than one Configured NSSAI for this PLMN, it shall only use S-NSSAIs from a single Configured NSSAI. If the UE complements the Allowed NSSAI with S-NSSAIs from the Configured NSSAI, only the S-NSSAIs from the Configured NSSAI used to obtain the Allowed NSSAI shall be used. If the UE requires an S-NSSAI from a different Configured NSSAI for this PLMN, it shall initiate a new Registration procedure with S-NSSAIs from that Configured NSSAI exclusively, as described in clause 5.15.5.2.2. In that case, the UE can discard the stored Allowed NSSAI for this PLMN.
The UE shall include the Requested NSSAI at RRC Connection Establishment and in NAS messages. The RAN shall route the NAS signalling between this UE and an AMF selected using the Requested NSSAI obtained during RRC Connection Establishment. If the RAN is unable to select an AMF based on the Requested NSSAI, it routes the NAS signalling to an AMF from a set of default AMFs.
Editor's note:	Whether NSSAI in RRC and NAS are exactly the same, is to be determined.
When a UE registers with a PLMN, if for this PLMN the UE has no Configured NSSAI or Allowed NSSAI, the RAN shall route all NAS signalling from/to this UE to/from a default AMF. The UE shall not indicate any NSSAI in RRC Connection Establishment or Initial NAS message unless it has a Configured NSSAI or Allowed NSSAI for the corresponding PLMN. When receiving from the UE a Requested NSSAI and a 5G-S-TMSI in RRC, if the RAN can reach an AMF corresponding to the 5G-S-TMSI, then RAN forwards the request to this AMF. Otherwise, the RAN selects a suitable AMF based on the Requested NSSAI provided by the UE and forwards the request to the selected AMF. If the RAN is not able to select an AMF based on the Requested NSSAI, then the request is sent to a default AMF.
When the AMF selected by the AN receives the UE Initial Registration request:
-	As part of the registration procedure described in 3GPP TS 23.502 [3], clause 4.2.2.2.2, the AMF may query the UDM to retrieve UE subscription information including the Subscribed S-NSSAIs.
-	The AMF verifies whether the S-NSSAI(s) in the Requested NSSAI are permitted based on the Subscribed S-NSSAIs.
-	When the UE context in the AMF does not yet include an Allowed NSSAI, the AMF queries the NSSF (see (B) below for subsequent handling), except in the case when, based on configuration criteria in this AMF, the AMF is allowed to determine whether it can serve the UE (see (A) below for subsequent handling).
Editor's note:	Whether to define the configuration criteria, and if so, which criteria, is FFS.
-	When the UE context in the AMF already includes an Allowed NSSAI, based on configuration criteria for this AMF, the AMF may be allowed to determine whether it can serve the UE (see (A) below for subsequent handling).
Editor's note:	Whether to define the configuration criteria, and if so, which criteria, is FFS.
(A) Depending on fulfilling the configuration criteria as described above, the AMF may be allowed to determine whether it can serve the UE, and the following is performed:
-	AMF checks whether it can serve all the S-NSSAI(s) from the Requested NSSAI present in the Subscribed S-NSSAIs, or all the S-NSSAI(s) marked as default in the Subscribed S-NSSAIs in case no Requested NSSAI was provided (see clause 5.15.3).
-	If this is the case, the AMF remains the serving AMF for the UE. The Allowed NSSAI is then composed of the list of S-NSSAI(s) in the Requested NSSAI permitted based on the Subscribed S-NSSAIs, or, if no Requested NSSAI was provided, all the S-NSSAI(s) marked as default in the Subscribed S-NSSAIs (see (C) below for subsequent handling).
-	If this is not the case, the AMF queries the NSSF (see (B) below).
(B) When required as described above, the AMF needs to query the NSSF, and the following is performed:
-	The AMF queries the NSSF, with Requested NSSAI, the Subscribed S-NSSAIs, location information, and possibly access technology being used by the UE.
-	Based on this information, local configuration, and other locally available information including RAN capabilities in the registration area, the NSSF does the following:
Editor's note:	Whether more information can be sent to the NSSF is FFS.
-	It selects the set of network slice instances to serve the UE.
-	It determines the target AMF Set to be used to serve the UE, or, based on configuration, the list of candidate AMF(s), possibly after querying the NRF.
-	It determines the Allowed NSSAI.
-	Additional processing to determine the Allowed NSSAI in roaming scenarios, as described in clause 5.15.6.
Editor's note:	the roaming scenario for network slice instance selection is FFS.
-	The NSSF returns to the current AMF the Allowed NSSAI and the target AMF Set, or, based on configuration, the list of candidate AMF(s). It may return also information regarding rejection causes for S-NSSAI(s) not included in the Allowed NSSAI which were part of the Requested NSSAI.
Editor's note:	Whether more information is returned by the NSSF (e.g. mapping of S-NSSAI to specific network slice instances) is FFS.
(C) Depending on the available information and based on configuration, the AMF may query the NRF with the target AMF Set. The NRF returns a list of candidate AMFs.
If rerouting to a target serving AMF is necessary, the current AMF reroutes the Registration Request to a target serving AMF as described in clause 5.15.5.2.3.
The serving AMF shall return to the UE the Allowed NSSAI. It may also indicate to the UE for Requested S-NSSAI(s) not included in the Allowed NSSAI, whether the rejection is permanent (e.g. the S-NSSAI is not supported in the PLMN) or temporary (e.g. the S-NSSAI is not currently available in the registration area).
Upon successful Registration, the UE is provided with a 5G-S-TMSI by the serving AMF. The UE shall include this 5G-S-TMSI in any RRC Connection Establishment during subsequent initial accesses to enable the RAN to route the NAS signalling between the UE and the appropriate AMF.
Editor's note:	Aspects of uniqueness of the 5G-S-TMSI are addressed in the discussion on registration management.
If the UE receives an Allowed NSSAI from the serving AMF, it shall store this new Allowed NSSAI and override any previously stored Allowed NSSAI for this PLMN, as described in clause 5.15.4.
[bookmark: _Toc488396997]5.15.5.2.2	Modification of the Set of Network Slice(s) for a UE
The set of Network Slices for a UE can be changed at any time while the UE is registered with a network, and may be initiated by the network, or the UE under certain conditions as described below. In this release it is assumed that the registration area allocated by the AMF to the UE shall have homogeneous support for network slices.
The network, based on local policies, subscription changes and/or UE mobility, may change the set of permitted Network Slice(s) to which the UE is registered. The network may perform such change during a Registration procedure or trigger a notification towards the UE of the change of the supported Network Slices using an RM procedure (which may trigger a Registration procedure). The new Allowed NSSAI is determined as described in clause 5.15.5.2.1, and the AMF provides the UE with the new Allowed NSSAI and Tracking Area list.
NOTE:	The details of the RM procedure used to notify the UE of a changes of the supported NSSAI are to be defined.
When a Network Slice instance used for a one or multiple PDU Sessions is no longer available, the 5GC initiates a network-triggered PDU session release procedure with an appropriate cause value for the impacted PDU session(s), as defined in TS 23.502 [3], clause 4.3.4. The PDU session(s) may be also implicitly released.
The UE uses UE Configuration (e.g. NSSP) to determine whether ongoing traffic can be routed over existing PDU sessions belonging to other Network Slices or establish new PDU session(s) associated with same/other Network Slice.
Editor's note:	The conditions under which the PDU Session(s) to the no longer available Network Slice instance are released via explicit signalling or released implicitly are FFS.
If the UE has more than one Configured NSSAIs for the current serving PLMN, it may change the set of S-NSSAIs by selecting S-NSSAIs from only one of the Configured NSSAIs.
In order to change the set of S-NSSAIs being used, the UE shall initiate a Registration procedure as specified in clause 5.15.5.2.1.1. If the UE selects S-NSSAIs from a different Configured NSSAI than used during the previous Registration procedure, it shall not include a 5G-S-TMSI in the Registration request.
Change of set of S-NSSAIs to which the UE is registered (whether UE or Network initiated) may lead to AMF change subject to operator policy, as described in clause 5.15.5.2.1.
Editor's note:	The condition under which the UE is able to request the change of the Network Slices, and what it is able to request, are FFS.
[bookmark: _Toc488396998]5.15.5.2.3	AMF Relocation due to Network Slice(s) Support
During a Registration procedure in a PLMN, in case the network decides that the UE should be served by a different AMF based on Network Slice(s) aspects, then the AMF that first received the Registration Request shall redirect the Registration request to another AMF via the RAN or via direct signalling between the initial AMF and the target AMF. The redirection message sent by the AMF via the RAN shall include information for selection of a new AMF to serve the UE.
For a UE that is already registered, the system shall support a redirection initiated by the network of a UE from its serving AMF to a target AMF due to Network Slice(s) considerations. Operator policy determines whether redirection between AMFs is allowed.

End of changes
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