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1. Discussion 

1.1 3GPP PS Data Off Requirement for Rel-15 

In SA2#121, requirement of PLMN-specific sets of 3GPP PS Data Off Exempt services has been removed according to SA1 LS in S1-172233, and SA1 Requirement in TS22.011 has been updated as follows:

TS22.011 v14.6.0
Each of the following operator services shall be configurable by the HPLMN operator to be part of the 3GPP PS Data Off Exempt Services:

-
MMTel Voice;

-
SMS over IMS;

-
USSD over IMS (USSI);

-
MMTel Video;

-
Particular IMS services not defined by 3GPP, where each such IMS service is identified by an IMS communication service identifier; 

-
Device Management over PS

-
Management of USIM files over PS (e.g. via Bearer Independent Protocol); and

-
IMS Supplementary Service configuration via the Ut interface using XCAP.
The last 3 non-IMS based operator services in the above list belong to the list of 3GPP PS Data Off Exempt Services. All of the above services uses HTTP: 
· XCAP/Ut can use HTTP to transfer the messages [TS24.623], 
· DM over PS  can also use HTTP to transport DM protocol [refer to OMA Device Management Protocol], and 

· Management of USIM files over PS may also use HTTP [refer to Device Implementation Guidelines
For  operator service XCAP/Ut, GSMA has concluded that it can only be provided through a home routed APN, and not in an LBO context, (see GSMA IR.88 claus 6.3.3.1).
The analysis below will show that the same conclusion can be made for the other two operator services “Device Management over PS” and “Management of USIM files over PS”.
1.2 LBO roaming model for operator Services
Operator Services Operator are services that are provided by a home network to its subscribers whether they are at home or roaming abroad. Examples of these services are SA1 Data Exempt services such as XCAP, and DM. These services can use HTTP as indicated above. Some of the properties of these operator services are:

· UE and servers implementing the services must be able to mutually authenticate each other.

· Servers must be able to continuously challenge UEs.
· HTTP traffic between the UE and the HTTP server in the HPLMN is TLS encrypted
In addition, when operator services are supported in the context of LBO roaming, the visited domain must be able to perform the following:
· The PDN-GW in VPLMN provides the UE with IPv4 or IPv6 addresses.
· The VPLMN must be prepared to handle hundreds of roaming partners.

While roaming, and in case LBO is used, the UE uses a PDN connection with the PGW in the VPLMN to send the HTTP Request for the operator services to an entity (e.g. XCAP service, OMA DM server) in HPLMN. 
If such HTTP request is sent via public internet, this requires that operator services be first accessible from the public internet, however, the internet connection may not be available to UEs at all time, and the operator may not be willing to open the operator services for access via internet per IR.34 (V13.0, sections 4.6.6. and 5.1.4 ) and IR.77 V4.0, clause 3.6.
Conclusion 1: Using public internet in LBO for accessing operator services in PLMN is not a viable option for consideration.

If on the other hand, such an HTTP request is sent via IPX, which is typically the case for inter-operator traffic, there are implications and additional requirements may be needed in UE and/or network, as the analysis below will show..
1.2.1
Using IPX  
In this option, IPX as defined in IR34, is used to reach operator services. IR.34 mandates that inter-operator IP backbone traffic must be transported via secure tunnels (see IR.34 v13.0 sections 4.6.6. and 5.1.4). This protects the network from UE traffic which cannot traverse transparently across inter-operator borders.  
All end-to-end traffic will be encapsulated within tunnels when traffic is flowing through the network. Service Providers are responsible to separate their end user traffic to tunnels, and Inter-Operator IP Backbone providers shall ensure that end-user IP’s are not advertised in the backbone. More information which tunnel types are used can be found in chapter 2.1. It is a Service Provider decision as to where that tunnel starts in a Service Provider network. 

The following diagram given overview of tunnel concepts:
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In IPX, Server to server (For example Call Session Control Function (CSCF) to CSCF SIP control) traffic can be transmitted without tunnels through Inter-Operator IP Backbone.

However, no such tunnels exist for the HTTP communication. Moreover, even if the IP packets sent by UE would reach the server in the HPLMN, the IP packets sent back (i.e. from server in HPLMN to the UE) would not reach the UE as UE IP addresses are not permitted to be advertised as stated above and hence communication will fail.

The Figure below illustrates the above.

It can be seen from the figure that SIP traffic is already intercepted by the deployed inter-border IMS gateways and as such it is already inspected as these gateways are secure inter-border gateways acting as SIP B2B UA and support ALGs as well. Hence SIP traffic traversing IPX is secure.

 HTTP traffic on the other hand break IR.34 rules, and cannot traverse transparently. 

[image: image2.emf]IPX

HTTP server

PLMN Y

P-GW

PS domain

IMS domain

IBCF + 

TrGw

IBCF + 

TrGw

UE

functional entities (not everything is shown -e.g. CSCFs are not shown)

SIP messages satisfying IPX rules

HTTP messages breaking IPX rules

› Problem: 

Legend:


There are two sub-options that can be deployed in this case to mitigate the above limitation:

1.2.1.1 HTTP Tunnelling via an HTTP Proxy in the visited domain  
In this option, the UE uses an HTTP proxy deployed in VPLMN when sending HTTP requests towards a URI of a different PLMN as shown in Figure below.
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The VPLMN needs to deploy and maintain the "HTTP Proxy" as well as DNS server serving the UEs to resolve the well-known FQDN of the VPLMN "HTTP Proxy". 

If HTTPS is to be used and TLS connection needs to be set up, HTTP CONNECT transaction is used to establish TCP connection for the TLS connection towards the target server. Subsequently, the “HTTP Proxy” proxies information over the TCP connection transparently between the UE and the target server
The FQDNs/IP addresses for the operator services such as DM servers need to be configured in the "HTTP Proxy" for each Roaming partner to limit accessibility to the HTTP Proxy.
UEs need to be modified so that requests targeting the operator services will resolve to the “HTTP Proxy”.
While this solution is technically feasible it is not a standard solution and has to be standardized due to UE and network impacts. 

Conclusion 2: LBO support for 3GPP PS Data Off services using an HTTP proxy impacts UEs, and VPLMN and requires standardization.
1.2.1.2
GRE tunnelling 
In this option, GRE tunnels are set up between PLMNs and HTTP traffic is exchanged between them as shown in the Figure below. Multiple GRE tunnels will be required to service all roaming partners.
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This option requires the following network enhancements: -
· HTTP servers must have public IP addresses
· GRE tunnels over IPX are set up between PLMN and roaming partners (either directly or over a router in IPX) and BGP must be run between routers terminating the GRE tunnels

· IP traffic from IP address of roaming partner UEs sent to IP addresses of the HTTP servers in HPLMN and vice versa needs to be routed to the router(s) corresponding to the appropriate GRE tunnels.
This option while not requiring any update to existing 3GPP specification, will require update to GSMA specifications to include such a procedure and the associated configuration.
Suffice to say that this option requires rather complex configuration:

· All border routers must be configured to inject routes for every roaming partner.
· IP address ranges used by the UEs must be advertised by the routers terminating the GRE runnels. These IP address ranges to be advertised by a home PLMN belong to the roaming partner, so tight coordination is required 
· IP filters for the permissible IP addresses needs to be added at the router(s) starting the GRE tunnels.
Furthermore, the required number of GRE tunnels and the required configuration represent a serious scalability problem if one considers the number roaming partners, the number of IPX proxies connected to each PLMN, and the number of connected IPX proxies. 

Conclusion 3: Setting dedicated GRE for carrying HTTP traffic transparently is not viable due the scaling, and massive configuration required to be injected and maintained in various nodes for all roaming partners.

2. Proposal

The above analysis shows that LBO is not an option for operator services in HPLMN, and just like XCAP, home-routed APNs is the only option for DM and Management of USIM files over PS. Hence it is proposed that LBO not be considered for non-IMS based operator services in PLMN that are home-hosted.
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