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1
Introduction

To the author, some of the documents on “N2 stickiness” topic seem to provide rather complex descriptions and hence implementations/RAN working groups (and SA2) might fail to correct the issues that actually need to be addressed.
This document attempts to provide an alternative description of problems and solutions, with the hope that other working groups can then have an easier time in resolving the issues.
2
Background on S1 operation
A recap on what Release 8 supports / how it works:

a) When the eNB is (re)started, it is configured with (e.g. the IP addresses of) the MMEs that it needs to connect to. 

The eNB then sends an S1-AP S1-Setup Request message to each MME and each MME returns the MME Code(s) allocated to that MME.

b) As the result of step ‘a’, for each MME Code, the eNB either:

· has one defined SCTP Transport Network Link (TNL) to use, or

· has no MME defined (in which case any UE using this MME Code is a “new entrant to the pool area” and the eNB’s NAS Node Selection Function is used to select a new MME). 

c) The UE uses its S-TMSI when accessing the RAN during the Service Request procedure, and its full GUTI during the Attach and TAU procedures.

d) The S-TMSI consists of an 8 bit MME Code and a 40 bit M-TMSI. In the Service request procedure, the eNB appends the cell’s TAI and hence the MME can recreate the GUTI.
e) In both the Service Request and Attach/TAU procedures, if the MME Code is defined in the eNB, then the NAS message is sent straight to that MME using the (potentially multi-homed) SCTP TNL link for that eNB/MME pair.

f) The “front end” of the MME has to examine every message sent on that SCTP TNL connection to see whether it is an S1-AP Initial UE message (i.e. a message that indicates a new RRC connection). 

When an S1-AP Initial UE message is received by the MME:

-
The “S-TMSI and eNB inserted TAI” or the GUTI in the S1-AP Initial UE message allow the UE’s context to be retrieved from the MME’s storage. 
-
Typically, then some “MME processing component” (compute resource) is allocated to the UE/RRC connection and that processing component allocates itself a connection reference in the form of an MME UE S1 AP ID. 

-
The MME UE S1 AP ID is sent to the eNB.

-
The eNB includes this MME UE S1 AP ID in all subsequent uplink signalling message for that RRC connection. 

g) The reason that the “front end” of the MME has to examine every message in detail is that the difference between “general eNB messages”, “initial UE messages” and “mid-connection messages” is buried within the bit-wise encoded Packed Encoding Rules of the message sent using SCTP.

There does not seem any capability for the “front end” to route on IP address or Port number, or, even on the next higher layer protocol “port”. 

Indeed a cursory investigation of the ASN.1 in section 9.3.2 of TS 36.413 seems to indicate that after some (possibly variable length ASN.1 header) the ASN.1 branches on:

{class 1 procedure, class 2 procedure, extension possibility}
then

{message type, extension possibility}

and then for selected message types, the MME UE S1 AP ID is in a well known location.

Proposal A: 
the design of N2 should ensure that the “front end” of the AMF can easily route N2 (and N1) signalling messages to the correct MME processing component, ideally using distinct IP address/port numbers. 
3
Capabilities of current S-TMSI (= MME Code+M-TMSI)

The internal structure of the 32 bit M-TMSI is not defined. However typically:

· a couple of bits are used for legacy 2G/3G CS domain / PS domain differentiation,
· a few bits are used as some form of restart indication so that the MME can determine whether or not the M-TMSI was allocated before or after the MME’s last restart

and this leaves perhaps 27 bits of “M-TMSI per MME code”, i.e. somewhat more than 100 million M-TMSIs per MME code.

Observation 1: the current M-TMSI code space allows for a significantly large “virtualised” MME/AMF to utilise just one MME/AMF code.
At any one eNB, the MME Code is currently used to share MMEs between:

a) up to 6 sharing PLMNs (but typically only 1 or rarely 2, or very rarely 3 PLMNs, use the same eNB),

b) “slices” of MMEs used in a DÉCOR fashion and/or CIoT RRC parameter fashion. 
c) the MMEs within a local pool

i.e. in a configuration with 6 sharing networks (are any of these known in the world??) and 4 different ‘slices’ of MME (rather operationally complex) there can still be 10 MMEs per pool area. In the Release 8 preparations, we imagined that individual MMEs would be able to handle >1 million UEs, so a single pool could still handle > 10 million UEs, even with “Rel 8 MMEs”. With increase in CPU capabilities since 2007, modern MMEs/AMFs could be expected to be able to handle >> 1 million UEs!
Observation 2: an 8 bit AMF Code would probably be sufficient for 5G CN operation for routeing from gNB to AMF.

Note that GUTI = MCC + MNC + MME Group ID + MMECode + M-TMSI. The MME Group ID allows the MME Code to be reused in different parts of a large country, e.g. within different Chinese provinces or ‘operator defined regions’ within the USA.

Observation 3: the existing S-TMSI / MME Code can cope with a wide diversity of small and large capacity, virtualised and non-virtualised MMEs/AMFs.

Observation 4: GUTI (or GUTI concept) seems re-usable for 5G-CN

Proposal B: 
the GUTI is taken as the baseline for the 5G globally unique temporary ID. Changes for 5G can then be developed based on an established concept.
4
Problems for S1 and Solutions for N2
4.1
S1-AP messages not optimised for “3GPP-unaware” MME “front end”
As identified in section 2 bullet g and Proposal A, it would be desirable to avoid the ‘deep inspection’ of messages before routeing to the “MME processing component” that is devoted to that UE’s RRC connection.

One potential NGCN solution is that:

· the (N2 equivalent of the) S1-Setup-Response / S1-MME-Configuration Update message is extended to carry multiple IP addresses/port numbers/IDs or SCTP TNL identifiers per MME/AMF CODE, with an indication as to which shall /shall not be used for “Initial UE messages”

· the recipient of the “Initial UE message” can then (c.f. say, in a new information element in the existing message that returns the MME UE S1 AP ID to the eNB) inform the gNB which TNL link / IP address/port to use for that RRC connection.

· The gNB sends subsequent messages for that RRC connection to that IP address/port

Proposal C: 
NG-2 Setup Response / AMF Configuration Update functionality is used to inform the RAN of the different distinct TNL links for the AMF Code, and, which TNL links shall/shall not be used for “initial UE messages”. This should be on a per-AMF-Code basis.

Proposal D:
At RRC connection establishment, the gNB uses the AMF Code to select a TNL link that supports “initial UE messages” and is allocated for that AMF Code.
4.2
Virtualised MME spread across multiple geographically separated data centres
e.g. the ‘opaque UE context’ is replicated across data centres and would be ‘locked’ in all data centres when the UE enters RRC connected state. To support “mobile terminating NG Core Network events from other APNs” and “N1-reestablishment-after radio-link-failure”, the ‘locked records’ contain a pointer to the “in-use MME processing component”.

While the current S1 interface uses SCTP to support multi-homing, there does not seem to be any capability to force one RRC connection’s message to always use “one home”.

The solution outlined in 4.1, above, can form the basis for a solution for NGCN, with the anticipation that typically each data centre would have at least one TNL link supporting the “Initial UE message”. 

At RRC connection establishment, the gNB then load shares between the TNL links (for the UE’s AMF/MME code) that support reception of the Initial UE message.

4.3
Scaling in of a virtualised MME

When the virtualised MME wishes to ‘scale in’ an MME processing component (“compute resource”) that is in use, it undertakes a preparatory phase in which 
a) the “MME front end” ensures that new RRC connections should not be allocated to that MME processing component (“compute resource”). 

b) The MME processing component is informed that it is to should look for opportunities (e.g. a period of signalling inactivity for a UE) in which the MME can instruct the eNB to use a different TNL link (to the same MME Code) for that UE.
Note: this seems to be the “hybrid release” described in other company contributions

c) many RRC connections release naturally
Then when the load is appropriately reduced, 

d) the MME can force the release of the S1/RRC connections for the remaining UEs
e) the MME sends a S1-MME-Configuration Update to the eNB to remove the TNL link from that MME Code.

For NGCN, the above can be re-written with “AMF” replacing “MME”.
4.4
Scaling out of a virtualised MME

The MME sends a S1-MME-Configuration Update to the eNB to add the TNL link to that MME Code, and indicates whether it is / is not to be used for “Initial UE messages”.

For NGCN, the above can be re-written with “AMF” replacing “MME”.

5
Flexibility on N11/N16/N9
With the potential for very large numbers of IoT devices being inactive on the radio interface for long periods of time, but, the IoT devices protecting network signalling resources by keeping PDN connections active for time periods much much greater than the duration of an RRC connection, these interfaces are the key ones that need to be considered to survive scale in activities without per-UE signalling.
The solution documented in TR 23.799 section 6.19.1 still seems viable:

“When allocating UE related identifiers (c.f. the control plane and user plane "IP address and TEID" IEs in EPS's GTP-C protocol) for communication between NGCN Network Functions (and for communication between NGCN Network Functions and NG RAN), an appropriately structured "NF name" should be used instead of (or in addition to) the current IP address of that Network Function.

Editor's note:
It is FFS whether the above only applies to the control plane entities.

Changes in the IP address of the remote NF should then be able to be handled without releasing the UE's PDU session(s) and/or requiring reallocation of the UE's temporary ID (c.f. EPS' GUTI).”

With regard to the above Editor’s note, the author believes that the storage/flexibility of N9 (home UPF to visited UPF) “link identifiers” needs to be treated just as much as those on N16 and N11.

Proposal E: movement of AMFs and SMFs and UPFs should be supported without per-UE signalling.
6
Summary
It is proposed that SA2 discuss the above concepts and agree on proposals A, B, C, D and E which are copied below

Proposal A: 
the design of N2 should ensure that the “front end” of the AMF can easily route N2 (and N1) signalling messages to the correct MME processing component, ideally using distinct IP address/port numbers. 

Proposal B: 
the GUTI is taken as the baseline for the 5G globally unique temporary ID. Changes for 5G can then be developed based on an established concept.
Proposal C: 
NG-2 Setup Response / AMF Configuration Update functionality is used to inform the RAN of the different distinct TNL links for the AMF Code, and, which TNL links shall/shall not be used for “initial UE messages”. This should be on a per-AMF-Code basis.

Proposal D:
At RRC connection establishment, the gNB uses the AMF Code to select a TNL link that supports “initial UE messages” and is allocated for that AMF Code.

Proposal E: 
movement of AMFs and SMFs and UPFs should be supported without per-UE signalling.
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