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1
Background
In their LS in S3-170408=S2-171637, SA3 reference 4 proposals for the location of the user plane encryption termination point. 

Observation 1: A key desire from SA3 appears to be to avoid the cost of expanding the capacity of the IPSec Gateways that protect the traffic on the S1-U/NG3 connections to the eNB/gNB as the radio interface capacity increases with New Radio.

In the response LS from RAN 2 in R2-1702368=S2-171660, RAN 2 indicate a clear preference for SA3’s proposal 1 (termination in the RAN’s PDCP layer). 

Observation 2: RAN 2’s key requirements appear to be the avoidance of extra overhead from sequence numbers, and, user-plane-IP-header visibility.
At the last TSG plenary meetings in March, RAN#75 agreed several new items of work. These include the “New Radio Access Technology” WID in RP-170847.
With the author’s highlighting the NR WID contains objectives:

“…aimed at supporting the following connectivity options (*):

For single connectivity option:

-
NR connected to 5G-CN (Option 2 in TR 38.801 section 7.1).

For Dual Connectivity options:

-
E-UTRA-NR DC via EPC where the E-UTRA is the master (Option 3/3a/3x in TR 38.801 section 10.1.2);

-
E-UTRA-NR DC via 5G-CN where the E-UTRA is the master (Option 7/7a/7x in TR 38.801 section 10.1.4);
-
NR-E-UTRA DC via 5G-CN where the NR is the master (Option 4/4A in TR 38.801 section 10.1.3).

-
Work on Option 4/4A will be started after the work on Option 2, 3 series and 7 series are completed.”

The NR WID also included work on the split of the RAN into Centralised Units and Distributed Units:

“-
Radio Access Network architecture, interface protocols and procedures for functional split between central and distributed units, covering:

-
Normative stage-2/3 specification of one higher layer split (appropriate selection from option 2 and option 3-1 shall be determined in April 2017 meeting of RAN3).”
Note: 
in the above ‘option 2’ means an internal RAN split between PDCP and RLC/MAC/PHY/RF layers, while ‘option 3-1’ refers to a split between “PDCP&high RLC, and, “low RLC/MAC/PHY/RF” 
Further, the NR WID included work on Dual Connectivity:
“-
Dual Connectivity between E-UTRA and NR, for which the priority is where E-UTRA is the master and the second priority is where NR is the master, and Dual Connectivity within NR, …”
In RP-160843, the need for a common RAN-internal architecture seems to have been identified by the 21 companies supporting the study on Centralised Unit/Distributed Unit and CP/UP functional splits for E-UTRAN.
Observation 3: The yellow highlighted text and RP-160843 indicates that many companies want the capability to operate a combined New Radio and E-UTRAN system.
2
Flexibility from RAN CU/DU and CP/UP split
In R3-170483 (attached), Vodafone explained our preferred internal-RAN architecture split. This is logically similar to the option 2-2 variant described in RAN 3’s TR 38.801, but also allows for distributed, “radio aware” RRM in the eNB/gNB site. One deployment example is shown in figure 1 below:
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Figure 1: CU/DU and CP/UP split for one S1-U EPS bearer using Option 3/3x

Note: in Figure 1, when PDCP-U is LTE-PDCP, this is option 3. When PDCP-U is NR-PDCP, this is option 3x.
The key points of this CU/DU and CP/UP architecture are:
a) standardised interfaces between PDCP and RLC/MAC/PHY

b) split of Control Plane (RRM/RRC/PDCP-C) and User Plane (PDCP-U) above the RLC layer, with standardised control signalling to the User Plane entities. 

This control signalling appears similar to what should already be standardised for multi-vendor dual connectivity operation. E.g.:

- 
Dual Connectivity Rel 12 Alternative 1A requires the master cell group to configure a PDCP-U entity in the secondary cell group. This should be able to be reused for configuring the PDCP-U in a central entity.

- 
Dual Connectivity Rel 12 Alternative 3C (and the future NR/EPC architectures 3/7) requires the master cell group to configure a RLC/MAC entity in the secondary cell group. This should be able to be reused for configuring the remote gNB.
- 
NR/E-UTRAN architectures 3X and 7X ‘split the bearer’ in the PDCP entity in the secondary cell group. This requires the master cell to be able to tell the secondary cell group what type of split to use (e.g. 50/50 or 10/90 between master and secondary cells), etc. These instructions can be reused to control a centralised PDCP-U.

c) co-location of PDCP-U with the UPF or S-PGW should be possible. User plane encryption (and if needed for that EPS bearer/QoS flow, integrity protection) then runs between the UPF location and the UE. An example deployment scenario is shown in figure 2 below.
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Figure 2: Central Breakout with CU/PDCP-U in secure location
By only centralising PDCP, most latency constraints on the CU-DU interface are avoided. Its large Sequence Numbers allow > 8ms one way latency and high data rates. Thus, optic fibre delays of 1600 km can be tolerated. Distances less than this can present problems for locating the CU in a “Mobile Network Operator Data Centre”, in particular for the situation where the primary data centre fails and a ‘second choice’, more distant, data centre needs to be used. 

In contrast “centralising PDCP and high RLC” introduces latency constraints from RLC’s ARQ loop. These latency requirements (e.g. probably <5 ms one way and possibly <2ms one way) limit the physical distance of the CU from the DU. This endangers the ability to co-locate the CU with the UPF, and hence risks the need for re-introduction for high capacity IPSec Gateways into the operator’s networks. 
Observation 4: when PDCP-U is at the UPF/S-GW site, IPSec is not needed to protect that bearer’s data between central unit and base station site.

Observation 5: with CU/DU split based on option 2, PDCP-U can be located at the UPF/S-GW site.
Observation 6: with CU/DU split based on option 3-1, PDCP-U cannot reliably be located at UPF/S-GW site.
d) By using QoS (c.f. QCI) and other (c.f. LIPA) information the “base station software” (c.f. RRM) determines where the PDCP-U is located on a per-UE and per EPS bearer basis. This logic should take into account the security requirements of the bearer and e.g. permit the core network to require that the PDCP-U entity is located in an operator’s secure environment.
For ultra-low latency services, the RRM logic can allocate local breakout, as shown in figure 3 below:
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Figure 3: local breakout with PDCP-U/CU and N6 in an insecure location
Observation 7: a split between Control Plane and User Plane (at least above RLC layer) is needed to efficiently support some UEs/bearers to have their PDCP-U entity centralised while other UEs/Bearers are broken out locally.
Observation 8: the system architecture (e.g. signalling from UDM or home SMF to AMF) and N2 interface signalling should provide the capability to enable/disable N6 breakout from insecure locations.
3
Suggested way forward:
Based on the above observations, and provided RAN 3 make appropriate choices on the internal RAN architecture, and provided SA2 provide the appropriate control framework, then the needs of RAN and SA3 seem to able to be met.

The key elements of the way forward are (in no particular order): 
a) user plane encryption (and if needed, user plane integrity protection) remains in PDCP layer

b) RAN3 select a high layer CU-DU functional split that permits one way latency of at least 8ms between CU and base station site

c) RAN 3 select an internal RAN architecture that allows some of one UE’s bearers to have their N6 in a secure, remote central location while other bearers of that UE have their N6 at/close to the base station site.

d) SA2 provide a framework for the HPLMN and VPLMN core network to control whether ‘secure’ or ‘insecure’ N6 is used on a per UE and per APN/QoS flow basis.
e) stage 2 and stage 3 specifications and related O&M work is provided to support multi-vendor deployment of PDCP-U entities and DUs.

4. Proposals
It is proposed SA2:

i)
endorse bullets a, b, c, d and e in section 3, above, and

ii)
liaise this information to the related groups. 

[image: image4.png]



3GPP

SA WG2 TD


