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1
Introduction
As an effective cost reduction mechanism, MOCN deployment is quite lucrative for many operators, as many operators can share common cell with multiple core network linked to it. In many cases core networks connected to common cell have different capabilities (i.e. IMS emergency support). In this case for an UE having no PLMN preference (i.e. UE without SIM or UE operating in roaming area), rather than having service preference may not get its request routed to correct core network. This can cause delay in getting critical services like emergency calls or in worst case can drop the calls.
2
Discussion

2.1
Issue Description 
In a MOCN setup when a cell is supporting multiple Core Networks (CNs), and only one CN supports IMS emergency call, the cell indicates it supports IMS emergency call in limited mode to all the UE may need this service camped to that cell. But there are CNs connected to the same cell, which are not supporting IMS emergency call. Hence if an UE camped on limited mode to the same cell, selects a PLMN to avail IMS emergency call, it may select a PLMN which does not support IMS emergency call. When IMS emergency call placed for the PLMN does not support that feature will result in a failure. Thus a user will not be able to get critical services. Even if the UE will try for other PLMNs in MOCN cells, one by one till it can successfully registered for IMS emergency session, it may cause much delay which can be a matter of concern for use cases like emergency call.
Below is a pictorial representation of a typical MOCN deployment scenario.
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(Figure 1: MOCN configuration in mixed Core Network capability deployment)
2.2
Possible solution

In order to tackle issue described in section 2.1 of this document, there are several solution can be tried.

Possible solution 1: For a MOCN cell supporting IMS emergency call in limited mode and has CNs attached to it which do not support IMS emergency call, can configure its System Information Broadcast (SIB) in such a way that PLMNs supporting IMS emergency call  comes first in PLMN list of SIB than those do not support IMS emergency call. Thus when an UE operating without SIM or in roaming condition where it has no prior information about any PLMN of that given place, will choose first PLMN in PLMN list broadcasted in SIB and will attach for emergency quickly.
The configuration of SIB for emergency service in eNodeB can be done manually or can be automated by getting CN capability information in initial setup as proposed later in this document. This approach may not be scalable in future for other critical service which may come in future apart from emergency call.

Possible solution 2: For cases when a MOCN cell caters to multiple PLMNs having different capabilities (i.e. support of IMS emergency call), cell can broadcast PLMN specific capability in System Information Broadcast (SIB) messages. Thus the UE will get to know which PLMN in the PLMN list in a MOCN configuration supports emergency call or any other desired feature. This information will be processed by UE in order to make appropriate PLMN selection for certain service requirement (i.e. IMS emergency call). 

Information about specific MME/PLMN supporting IMS emergency call or other feature can be configured at eNodeB manually or can be automated by getting CN capability information in initial setup as proposed later in this document. This approach is scalable in future for other critical service which may come in future apart from emergency call.
Possible solution 3: When an eNodeB caters to multiple CNs with different capabilities, it can get information about CN capability in initial setup as mentioned later in this document, so that eNodeB remains aware of which CN can cater to IMS emergency service. Hence when eNodeB receives connection request for emergency attach, eNodeB can dynamically route NAS messages to appropriate CN (MME/PLMN) which supports IMS emergency call irrespective of PLMN selected by UE in RRC CONNECTION SETUP COMPLETE message containing ATTACH REQUEST for emergency. UE will be aware that in MOCN configuration, eNodeB will dynamically route NAS messages to appropriate PLMN. Hence UE should not trigger any NAS procedure if selected PLMN in RRC CONNECTION SETUP COMPLETE message differs from registered PLMN in ATTACH ACCEPT.
The way eNodeB can identify correct CN for routing of NAS messages is described later in this document. This approach can be scalable to other upcoming critical service (apart from emergency call) when connection request message carries information about the kind of service requested. 
As mentioned above in solution 1, solution 2 and solution 3, eNodeB can identify specific CN (MME/PLMN) capability as part of initialization procedure described below.
· On initialization MME shares information to eNodeB to which it is connected to, if it supports IMS emergency call or not along with MMEC. eNodeB stores this information against MMEC.

· As mentioned in option 1, eNodeB can use this information to arrange PLMNs in PLMN list for SIB in a MOCN cell, so that PLMNs supporting IMS emergency call will be arranged first in the list.

· As mentioned in option 2, eNodeB can broadcast PLMN specific capabilities in SIB, where UE can detect which PLMN is supporting IMS emergency call.
· As mentioned in option 3, when UE operating in any cell state initiates an IMS emergency call, it will initiate “connection establishment” procedure with cause “emergency call”. eNodeB will provide preference to MMEs supporting IMS emergency call for routing this request.

Below diagram depicting the proposal basic working principle.
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(Figure 2: MME/PLMN capability update with eNodeB)

3
Conclusion and proposal
Based on the discussion in the previous sections it is proposed to enable MOCN deployment appropriately handle crucial services without causing delay or rejection because of CNs with different capability connected to single MOCN cell. It may be desirable to introduce a mechanism which eliminate manual intervention to handle such issue in MOCN setup and also scalable for future requirements.
The authors of this contribution are seeking feedback and would be happy to draft the corresponding CRs.
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