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Abstract of the contribution:  This contribution identifies issues with the service based architecture concept that need to be clarified.
Discussion
1. Issues with Services Based Architecture
In SA2#117, there was a proposal to specify some control plane interfaces for NGC as service based interface or actually specify some or all procedures on some control plane interfaces as generic “services” which can be called upon by any other network functions in the CP. This was a hastily prepared late document in SA2#117 and an architecture diagram was added to clause 7 of the TR. Note that “service based architecture” is NOT provided as a solution to any of the key issues of the TR.
The following two figures in the TR are meant to represent the service based architecture:
[image: ]
Figure 7.6.2-6: NG CP Service based architecture
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Figure 7.7.3-2: Roaming reference architecture
These architecture proposals argue that Point-2-Point interfaces are not needed and all functions/procedures are “services” that are offered by network functions and can be called upon by almost any other network function. The proposal of service based architecture is closest to techniques in the software industry known as Serviced Oriented Architecture (SOA) and/or micro-services. 	
1.1	Developing procedures without making any assumption about NF to NF interfaces
The proponents of Service based architecture argue that no pt2pt interfaces need to be shown and any service offered by any NF can be consumed by any other NF. Does this necessarily imply that there is a full mesh connectivity between all NFs? Will the PCF be able to call services offered by MMF function? Will procedures (Attach, TAU, service request, QoS modifications), written in such a way to allow function-calls directly from any NF to any other network functions? However, the developments of these “services” are based on call-flows; and call flows are based on some assumption of NF connectivity. During the creation of every procedure, we will have debates if the SMF function gets subscription data directly from UDM, does the HSS send subscriptions updates via MMF to SMF, does the PCF perform QoS modifications directly to MMF, or communicates via the SMF. Doing this would be very unproductive. It is best to make some assumptions on NF interfaces first before developing call flows. 
Proposal 1: The following FFS should be added:
Editor’s Note: How to implement non full-mesh connectivity with service based architecture, and how to develop procedures without making assumption on NF point-to-point interfaces are FFS.

1.2.	Assumptions on the protocols and port numbers to be used for communication between NFs
Currently, EPC uses different protocols for communications between nodes. MME communicates with SGW using GTP-C. PCRF communicates with PGW using Diameter. Diameter is a protocol suited for policy enforcement and GTP is a protocol developed for mobility management. Also, separate port numbers are used to isolate traffic between two nodes. Typically, SOA and micro-services assume REST/HTTP or JSON/HTTP for inter-process communication. These are not protocols that are applicable to NGC.
Proposal 2: The following FFS should be added:
Editor’s Note: It is FFS if different services offered by a NF can use different protocols and different port numbers, and how this information can be made available to other NFs.   

1.3.	How is security handled, specially in roaming scenarios between NFs in VPLMN and NFs in HPLMN?
In the full mesh connectivity scenario of service based architecture, would this mean that a secure connection is needed to be created between the HSS/UDM in the HPLMN and several nodes in the VPLMN, like MMF, SMF, PCF, AUF?
Proposal 3: The following FFS should be added:
Editor’s Note: It is FFS if User Data Management (UDM) needs to create secure connections with all nodes in the VPLMN, and how to limit the number of secure connections that need to be created between HPLMN and VPLMN.

1.4. 	How is overload control and failure management handled?
One of the benefits of the point-to-point architecture was that there was clear interface between network functions. The setup and tear-down of interfaces was specified. Throttling and overload control mechanisms on these interfaces are specified. TS 23.401 has large section on congestions management on GTP-C interface. Also, Stage-3 has many more details on that. With service based architecture, there is no concept of an interface over which two NFs interact with each other. This is just a sequence of procedure/service calls. How would service based architecture handle the case of overload management. In SOA, there are different techniques to handle congestion, e.g. circuit breaker pattern, but these are based on ensuring that the calling party (service consumer) uses these patterns. 
This is a fundamental issue. The details will be provided by Stage 3 group, but some high level ideas of how congestion control will be handled needs to be provided.
Proposal 4: The following FFS should be added:
Editor’s Note: It is FFS how congestion management is handled in service based architecture.

Proposal
It is proposed to add the following changes to the TR 23.799 “Study on Architecture for Next Generation System”.
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[bookmark: _Toc465679933]7.6.2	Reference architecture
Figure 7.6.2-1 depicts the non-roaming architecture functional view.
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Figure 7.6.2-1: Non-roaming reference architecture
Figure 7.6.2-2 depicts the non-roaming architecture for UEs concurrently accessing a local and a central data network using multiple PDU Sessions.
[image: ]
Figure 7.6.2-2: Applying Non-roaming reference architecture for concurrent access to local and central data networks (multiple PDU session option)
Figure 7.6.2-3 depicts the non-roaming architecture in case concurrent access to local and central data networks is provided within a single PDU session:
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Figure 7.6.2-3: Applying Non-roaming reference architecture for concurrent access to local and central data networks (single PDU session option)
Following figure 7.6.2-4 depicts the roaming architecture in case of home routed scenario:
[image: ]
Figure 7.6.2-4: Roaming reference architecture - Home routed scenario
Following figure 7.6.2-5 depicts the roaming architecture in case of local break out scenario:
[image: ]
Figure 7.6.2-5: Roaming reference architecture - local breakout scenario
Editor's note:	How SMF obtains subscription information is FFS as multiple options are being investigated as part of KI#4.
NOTE 1:	Regardless of the number of Network functions, there is only one NAS interface instance between the UE and the CN, terminated at one of the Network functionsthat implements at least NAS security and mobility management.
NOTE 2:	As an alternative, AUF (supporting SEA and SCM) and MMF can be collocated.
Editor's note:	It is FFS whether NG12 needs to be a standardized reference point or whether the AUF (supporting SEA and SCM) is collocated with the MMF.
Network functions within the NG Control plane may exhibit service based interfaces for procedures that can be re-used by multiple network functions. The following figure shows how service based architecture can be supported. Each function exhibits a service interface for reusable procedures.
Editor's note:	The list of procedures that can be exhibited as service is FFS.
[image: ]
Figure 7.6.2-6: NG CP Service based architecture
Editor's note:	Whether Service discovery function is an enhancement of DNS server is FFS, also need for NGx from SDF is FFS.
Editor’s Note: How to implement non full-mesh connectivity with service based architecture, and how to develop procedures without making assumption on NF point-to-point interfaces are FFS.
Editor’s Note: It is FFS if different services offered by a NF can use different protocols and different port numbers, and how this information can be made available to other NFs.
Editor’s Note: It is FFS if User Data Management (UDM) needs to create secure connections with all nodes in the VPLMN, and how to limit the number of secure connections that need to be created between HPLMN and VPLMN.
Editor’s Note: It is FFS how congestion management is handled in service based architecture.
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