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Abstract of the contribution: The NextGen study has revealed three major disruptive concepts for the NextGen architecture: 1) Service-based architecture; 2) Messaging bus, and 3) Data layer. This contribution provides Intel’s understanding of the three concepts and how they interact with each other, and also proposes a way forward.

1
Introduction
The NextGen study has revealed three major disruptive concepts: 1) Service-based architecture; 2) Messaging bus, and 3) Data layer. This contribution provides Intel’s understanding of the three concepts and how they interact with each other, and also proposes a way forward.
2
Service-based architecture and messaging bus

SA2#117 agreed a high-level principle to support a service based architecture as captured in the following excerpt from clause 8.7:

2.
In order to facilitate utilization of the capability (s) of one NF the capability (s) of NFs are exposed as a service to other NF, wherever applicable, (e.g. by following the guidelines defined in Annex E). As such the NF provides a service based interface to other NFs.
NOTE 2:
It is expected that SA2 will specify the services and functionalities that one NF supports, and CT WGs define the data model of service interface, i.e. information elements included in service interface.
However, after SA2#117 there was some debate on the SA2 reflector notably in relation to how service-based architecture fits together with the traditional way of depicting the architecture with P2P interfaces.

In our view:

-
Service-based architecture is a misnomer. The term “service-based” should be used in reference to how an interface is described and used, rather than in reference to the architecture as a whole.

-
The benefits of the service-based interface become more apparent when the degree of connectivity between NFs increases (i.e. when the number of potential service consumers is large). That is why the service-based interface goes hand-in-hand with the messaging bus that can be found in almost all consolidated architectures (e.g. IRF, MIF, MRFF, Figure 7.6.2-6 Figure 7.7.3-1). Note that in the extreme case the messaging bus can provide a full-mesh connectivity among all NFs, although only some connections in the full-mesh may actually make sense.
-
The definition of a service-based interface can co-exist with the “traditional” P2P architecture. The P2P architecture can be viewed as an essential graph with minimal connectivity that is needed for enabling the basic mobile system to work. On top of that (or in parallel), certain NFs may expose a service-based interface for interested consumers. While the messaging bus is there to ensure the direct connectivity between a consumer-producer pair, this interface does not need to be included in the overall P2P architecture if it is not deemed to be part of the basic mobile system.  

Here we take an example using EPC terms. The MME today has the UE location information that it can offer to other functions (e.g. the PCRF). However, in the absence of a service-based interface the PCRF needs to initiates a procedure for obtaining UE location via the PGW and SGW before reaching the MME. Now, suppose that the MME also exposes a service-based interface that can be used by any interested NF to query the UE location. In such architecture the PCRF could directly contact the MME by relying on the messaging bus. This however would not justify including the PCRF-MME interface in the overall P2P architecture because obtaining UE location by the PCRF is probably not essential for the basic mobile system to work.
It is noted that clause 8.7 contains the following agreement:
-
One NF shall be able to utilize NF type and other service parameters to discover the expected NF instance (s), and the NF selection and discovery function provides the IP address or the FQDN of NF instance(s) to the NF.
In our reading this agreement provides sufficient Stage 2 description on how the messaging bus can be enabled. For instance, by indicating the NF type (e.g. “MME”) and providing additional parameters (“e.g. “IMSI”), the PCRF from our example should be able to determine the MME instance that serves the UE identified with the IMSI, and contact the MME directly via the messaging bus. SA2 needs to acknowledge the existence and the use of such a messaging bus, but leave the details to Stage 3 groups.

Proposal 1: Use the traditional P2P approach for describing the system architecture with “minimal” connectivity between NFs that is needed to support the basic operation of a mobile system.  
Proposal 2: Acknowledge the existence of a messaging bus that can be used to increase the degree of connectivity between NFs, but leave the details of the messaging bus operation to Stage 3 groups.

Proposal 3: Define a service-based interface for selected NFs with the granularity of a service. If the combination of service provider-consumer pair for a specific service is not deemed essential for the basic mobile system to work, there is no need to depict a P2P interface between this provide-consumer pair in the P2P architecture.
3
Data layer

The “Data layer” proposal, in our understanding, primarily aims at achieving “stateless” NF operation. In other words, when a signalling transaction for a specific UE needs to be performed, an NF “compute” resource is selected on the fly which fetches UE context from the “data layer” and executes the procedure. Once the e2e signalling transaction is completed, the updated UE context is stored again in the “data layer” and the NF “compute” resource is released.
While the concept sounds highly intriguing, notably because of its cloud-computing inspiration and the claimed advantages in terms of improved resilience etc., we think that it requires more time to be studied should SA2 do any specification work in relation to it.
We also see a potential partial overlap between the “data layer” and the service-based interface. Namely, when the NF is stateful, there is a need to discover a specific NF instance that owns the information (refer to the previous section for an example). In case the “data layer” is used, it is the “data layer” itself that becomes a giant server that can provide all types of information, and therefore there is no need to select a specific NF instance. In other words, the “data layer” becomes the only entity that needs to expose a service-based interface.
This said, we think that the 3GPP specification should not preclude any “data layer” implementations of the NextGen Core. To achieve such a goal, we believe that SA2 should focus on the NG2 (and possibly NG4) interface, which is where the “real” world (i.e. RAN, UPF) meets the “virtual” world (i.e. the CP functions).
The main objective to pursue in Phase 1 should be on making NG2 (and possibly NG4) less “sticky” to a specific CN NF. In a companion paper for this meeting (S2-166624) we describe a solution that explains how this can be achieved. If SA2 manages to eliminate the “stickiness” at the entry point to the CP functions “cloud”, this should be sufficient for enabling “data layer” type of solutions as specific implementations. 
Proposal 4: The standard shall provide solution for eliminating interface “stickiness” at the entry points to the Control Plane functions i.e. on NG2 and NG4.
4
Proposal

It is proposed to endorse the following proposals:
Proposal 1: Use the traditional P2P approach for describing the system architecture with “minimal” connectivity between NFs that is needed to support the basic operation of a mobile system.  

Proposal 2: Acknowledge the existence of a messaging bus that can be used to increase the degree of connectivity between NFs, but leave the details of the messaging bus operation to Stage 3 groups.

Proposal 3: Define a service-based interface for selected NFs with the granularity of a service. If the combination of service provider-consumer pair for a specific service is not deemed essential for the basic mobile system to work, there is no need to depict a P2P interface between this provide-consumer pair in the P2P architecture.

Proposal 4: The standard shall provide solution for controlling / handling / eliminating interface “stickiness” at the entry points to the Control Plane functions i.e. on NG2 and NG4.
In addition, (and after review of the companion paper in S2-166624) it is proposed to agree the following text for inclusion in TR 23.799.
####################### START CHANGES IN TR 23.799  ##########################

8.19
Interim Agreements on Key Issue #19: Architectural impacts when using virtual environments

The standard shall support a solution for controlling / handling / eliminating interface “stickiness” at the entry points to the Control Plane functions (i.e. NG2 and NG4) along the principles of solution 6.19.X (S2-166624).
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