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Abstract of the contribution: This paper proposes an evaluation of solution 6.4.11 Per-node level tunneling and interim agreement on session management.
1. Introduction
This paper proposes solution evaluation for UP protocol mode - Per-node level tunnelling. Also, based on this evaluation, we provide an update of interim agreement on session management.
2. Proposal
It is proposed that the following revision marked changes are made to TR 23.799 v1.1.0. 
* * * * Start of 1st Change * * * *
6.4.11
Solution 4.11: UP protocol model - Per Node-level tunnel

6.4.11.1
Architecture description

This solution addresses the "UP protocol model" of the SM_WT_#1 SM Model.

In this option there is a common tunnel for all traffic between each pair of NFs e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN.

This solution has the following additional properties:
-
There is no identification of the PDU Session within the outer IP header or the encapsulation header. Instead the endpoint needs to use information in the end-user PDU to identify the session, e.g. the UE IP address in case of PDU type IP.

-
In case one AN connects with one UP accessing multiple DNs, there should be per-Node-per-DN tunnels between the AN and the UP function.
-
For PDU type IP, the PDU session traffic is identified based on UE IP address. This requires that UE IP addresses are unique in one DN to allow unambiguous traffic identification.

-
For Ethernet type PDU, a unique ID to identify session at UP function and RAN node is required, which is created per PDU type. The ID is located in PDU header like UE IP address for IP type PDU.
Editor's note:
how to define the ID for session identification is FFS.

Editor's note:
how to identify the session in case of a non-IP type PDU is FFS
Editor's note:
It is FFS how UP-GW and data network exchange Ethernet type PDU and non-IP type PDU via SGi interface.
-
The encapsulation header may or may not be needed, e.g. to carry an identifier for QoS purposes.

-
In case a node/function supports multiple IP addresses there may be a need to signal the tunnel endpoint addresses in order to direct the traffic to the right IP address of the node/function due to e.g. load balancing.

Editor's note:
It is FFS if multiple IP addresses per node/function need to be supported in certain use cases like fixed deployments.
End-user payload "layer" decoupled from the transport layer, allowing different technologies in the transport layer.

Editor's notes: It is FFS whether Ethernet and non-IP PDU types would need to be supported for certain use cases like fixed deployments.
Editor's note:
The detailed QoS mechanism is per the progress of Key Issue#3: QoS framework.

For one AN node, there may be multiple tunnels connecting to different User Plane GWs. The node-level tunnel applies to UEs that are stationary and hence do not move. Therefore, the operator can ensure via configuration the assignment of non-overlapping IP addresses within one DN to the UEs belonging to the same Node-level tunnel.
Editor's note:
The need for signaling to support mobility from one access node to another, for scenarios where UE mobility is needed, is FFS. It is FFS is this is applicable to Fixed Wireless Access deployments.
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Figure 6.4.11.1-1: One tunnel per destination
A scenario where this solution may apply is when "a fixed wireless terminal" connects to the network, e.g., a IoT UE, or a CPE UE providing fixed-network comparable bandwidth as the access service for the "last one mile". Such fixed wireless terminals need almost no movement or may also not be allowed (e.g., per-subscription) to move.
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Figure 6.4.11.1-2: Scenario with fixed wireless and mobile terminals.

The fixed-UE scenarios are characterized by the large number of connections (e.g., IOT case) and the heavy UP traffics (e.g., CPE case). To simplify the tunnel, an "aggregated" node-level tunnel between the NextGen Access node and the UP Functions could be used.

6.4.11.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

When a UE attaches to the network or sets up a PDU session to one DN, the CP-AU authorizes the UE type (e.g., a type of fixed wireless UE) and identify whether AN node level tunnel applies. If so, the CP will determine the corresponding tunnel for the PDU session based on information such as DN name, the tunnel end point information (e.g., UP IP addresses) or the AN node ID provided by the AN.
Editor's note:
the other parameters which could be used as UE type is FFS.
The UEs using the same AN node-level tunnel should be connected to the same CP SM.The AN node can identify the UE's traffic through the tunnel information (e.g., outer IP header) and the UE's IP address.
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Figure 6.4.11.2-1 Illustration of a UE attach to the network by an AN node-level tunnel
1.
The UE sends Attach Request to the AN node.The UE type is included in the signalling (similar as RRC message) associated with the attach request.
2.
The AN node may recognize the UE type and incorporate the node-level tunnel selection assistance information (i.e., tunnel end point IP addresses, AN node ID) together with the Attach Request message send to CP-AU.

3.
The CP-AU verifies the PDU type and User subscription data such as UE type to authenticate the UE.

4.
The CP-AU sends Create Session Request message to the CP-SM.

5.
The CP-SM select the UP function based on the information such as the DN Name, tunnel selection assistance information provided by AN. CP-SM assigns UE IP address corresponding to the UP function. CP-SM then request the AN to setup resources for the session.
6.
The CP-SM function setup the user plane with the UP function, i.e., notifies the assigned UE IP address, indicate the tunnel used to the AN and the corresponding traffic handling policy for this Session.
Editor's note:
how the solutions works in the IPv6 case is FFS.

7.
The CP-SM sends Create Session Response to CP-AU. The message will contains the UE IP address.
8.
The CP-AU send Attach complete to the UE.
6.4.11.3
Solution evaluation

Editor's note:  This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
Advantages and disadvantages when comparing to other tunnelling models are listed as follows:
Advantages
1. Smaller number of tunnel IDs maintained in AN and UP
When comparing to per-session level tunnelling model which requires 1:1 mapping between session ID and tunnel ID, per-node level tunnelling requires N:1 mapping per DN per PDU type. This is a great benefit if many number of UEs e.g. a large number of IoT devices are deployed in one cell’s area. 
2. Reduced signalling for session creation and less number of parameters in data delivery
As described in S2-166110, session creation with per-node level tunnelling requires less number of signals than that of per-session level tunnelling. Moreover, it is expected that tunnel between AN and UP or between UPs for a specific DN is created before UE makes a session creation request, which can also reduce delay in session establishment. If this tunnelling model is used for fixed wireless terminals which are always in connected mode and rarely move, there needs no mobility support procedures in AN and UP for UEs which use this tunnelling model. 
3. Low complexity in packet processing for routing
As described in clause 6.4.11.1, per-node level tunnelling can be applied for an application where a large number of fixed wireless terminals are deployed. Unlike other tunnelling models which require processing IP 5 tuples for each packet in routing, per-node level tunnel only needs a process of lookup of outer IP address to find an end point i.e. AN or UP. In case of a huge amount of traffic generated by the terminals in that scenario, per-node level tunnelling is the most appropriate solution.
Disadvantage
Operation overhead in AN and UP functionality
Per-node level tunnelling may impose additional overhead in AN and UP when implemented in all ANs or UPs with other tunnelling models such as per-session level tunnel or per-QoS class level tunnel. However, per-node level tunnelling can be applied to a certain area where a large number of fixed wireless terminals are deployed and the terminals keep sending/receiving a huge amount of data, which can be adopted as an optional function for AN and UP, not a mandatory one.
* * * * Start of 2nd Change * * * *
8.4
Interim Agreements on Session management and Service Continuity (Key Issue #4, 5 and 6)

Interim agreements on Session Management and Service Continuity (Key Issue #4, 5 and 6) are as follows:

1.
The NextGen system shall support an UE establishing multiple separate PDU sessions, to the same data network or to different data networks, via 3GPP and Non-3GPP access networks at the same time In this case each PDU session is routed over only a single access network. The choice of the access to use for a PDU session is based at least on network policy, service requirements and user subscription
NOTE 1:
Support of WLAN integrated at RAN level is under RAN responsibility, and CN related aspects will be considered as needed based on RAN decision

NOTE 2:
The definition of policy for selecting the access to route the PDU Sessions (e.g. service requirements, user subscription, etc ) and how it is usedare FFS
2.
The NextGen system should support PDU sessions to the same data network where the traffic of a PDU session can be simultaneously carried over multiple access, and where one access is a 3GPP access and the other is a non-3GPP . The support will be handled in phase 2.
NOTE 3:
The definition of policy for selecting the access where to route the traffic of the PDU Session (e.g. service requirements, user subscription, etc) and how it is usedare FFS
3.
The NextGen system should support the ability to have multiple PDU sessions to the same Data Network and served by different UP functions terminating NG6.
4.
The User Plane format in NextGen on NG3 and between UP functions shall at least support per PDU Session tunnelling, as described in clause 6.4.10. This applies to both non-roaming and roaming UP interfaces.
5.
Per Node level tunnelling, as described in clause 6.4.11, can be supported for stationary UEs (e.g. fixed wireless terminals) in NextGen.
Editor's note:
The granularity of the tunnelling for non-3GPP accesses is FFS.

6.
The following PDU session types are supported: IPv4, IPv6, Ethernet, Unstructured.

7.
As the same set of features and use cases may not be applicable to both IPv4 and IPv6 (e.g. multi-homing, access to local network etc) it is beneficial to treat IPv4 and IPv6 separately in NextGen CN. Therefore, for the first normative release, PDU sessions for PDU type IP shall contain only one IP version. This implies:

-
The NGC supports dual Stack UEs by using separate PDU sessions for IPv4 and IPv6.

-
The NGC does not support dual stack PDU Session (PDU Session type IPv4v6).

NOTE 4:
To support interworking with EPC the same solution as was used for interworking between Gn/Gp and S5 can be used, i.e. by using single-stack PDN Connection in EPC for the UEs that may move to NextGen core.
8.
A UE may ATTACH to the network without requiring the establishment of any PDU Session.
9.
For the 3GPP access the user plane path in the NextGen core consists of user plane Functions (UPF). The number of UPFs for a PDU Session is not imposed by the specification but phase 1 specifications shall support at least deployments with one single UPF used to serve a given PDU session.

NOTE 5:
Deployments with one single UPF used to serve a PDU session do not apply to the Home Routed case.
10.
For UE with multiple PDU sessions there is no need for mandatory "convergence point" similar to the SGW. In other words, going out of the AN, the user plane paths of different PDU Sessions (to the same or to different DNN) belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen IDLE state is supported) there can be a distinct buffering node per PDU Session.

Editor's note:
this may be revisited based on conclusions on Key Issue 2 on QoS about AMBR enforcement.
11.
In case of deployments with SM PDU session control in the HPLMN, for one PDU session
a.
a SMF entity in the serving PLMN and a SMF entity in the HPLMN are involved.

b.
at least an UPF in the serving PLMN and at least an UPF in the HPLMN are involved.

Editor's note:
it is FFS whether NAS SM signalling is terminated in the VPLMN or in the HPLMN. The VPLMN may have to reject PDU sessions from the UE e.g. due to overload control.

Editor's note:
Whether this may apply to LBO is FFS.
12.
In order to facilitate the introduction by a HPLMN of new features for PDU sessions, NGC specifications shall support deployments with SM PDU session control in the HPLMN where only the HPLMN is responsible of enforcing (service delivery) and controlling (e.g. subscription check) some parameters (e.g. related with the service on NG6) of the PDU session:
-
This means that the SMF in VPLMN is not meant to understand some of the information exchanged between the UE and the network in NAS signalling but relays it transparently to the SMF in HPLMN. The SMF in HPLMN is responsible to check whether via this NAS information transparently relayed by the SMF in VPLMN is compliant with the user subscription.
-
the SMF in the VPLMN is nevertheless assumed to understand some of the NAS information related with a PDU session for deployments with SM PDU session control in the HPLMN.
Editor's note:
It is FFSS if the decision of whether the session is to be handled in LBO or HR mode is taken by the V-SMF or the H-SMF (e.g. based on the DNN).
-
the SMF in the VPLMN needs to handle and to check wrt roaming agreements QoS requests from the SMF in HPLMN.
13.
For home routed traffic, a UPF in the VPLMN is allocated to support the PDU session. As an example, this is to enable routing of the traffic of a PDU session between the HPLMN and the VPLMN, to minimize the impact on the HPLMN of the UE mobility within the VPLMN (for scenarios where SSC1 is applied), and to avoid requiring for idle mode UEs (if NextGen IDLE state is supported) that the UPF in the HPLMN acts as buffering node for the PDU Session.

14.
The establishment of a PDU Session may be authorized/authenticated by an external DN via the SMF.
Editor's note:
the extent of specification work in 3GPP to enable such authorization/authentication is FFS and depends on SA3 work.

Editor's note:
The interaction between the NGC and external Data Networks needs to be specified by 3GPP to provide transport of signalling for PDU session authorization/authentication by the external Data Network.
15.
The principle of the SSC modes described in section 6.6.1 is endorsed with following additions:
A
Principles described in Sub-clause 6.6.1.2.4: "CN-prepared PDU Session modification followed by notification to UE (SSC mode 3)" is only endorsed for IPv6 traffic.
B
Sub-clause 6.6.1.2.6 is not endorsed.
Editor's note:
It is FFS how to support interactions between SSC mode 1and multi homing

NOTE 6:
For SSC mode 3, when an UE has been notified that a new user plane path has been established, the UE behavior wrt existing application flows is not specified in Rel-15.
Editor's note:
What these principles are will be further clarified

16.
The principle of the Uplink Classifier described in section 6.5.2 is supported for PDU sessions of type IP or Ethernet.

Editor's note:
What these principles are will be further clarified

17.
The principle of the multi homed PDU sessions described in section 6.4.13 is endorsed for IPv6 traffic

Editor's note:
What this principle is will be further clarified

NOTE 7:
For PDU session set-up in SSC mode 1, in case Uplink Classifier applies, the network has to take care to not change the local IP address.
Interim agreements for MM and SM interaction are as follows:

1.
A single NG1 NAS connection is used for both MM and SM-related messages and procedures for a UE. The single NG1 termination point is located in MM.
Editor note:
This is applied for UE only registered via 3GPP access. The case of UE registered via non-3GPP is FFS.

2. The MMF and SMF are separate NFs (Network Function), with a standard NG11 interface specified in-between. MMF handles the Mobility management part of NAS signalling exchanged with the UE. SMF handles the Session management part of NAS signalling exchanged with the UE

Editor's note:
"MMF" and "Mobility Management" naming may be changed to a more access independent name such as "AMF" and "Access and Mobility control Function".
3.
A UE with multiple established PDU sessions may be served by different instances of SMF. The MMF selects the SMF functions for the PDU sessions. MMF may select different SMF functions for different PDU sessions.
Editor's note:
It is FFS whether, in case of roaming, the MMF selects both the SMF in the VPLMN and the SMF in the HPLMN, or whether the SMF in the VPLMN selects the SMF in the HPLMN.
4.
MMF forwards SM related NAS information to the SM function.

5.
Upon successful PDU session establishment, MMF stores the identification of serving SM function(s) of UE and SMF stores the identification of serving MM function of UE. The MMF is not expected to maintain any additional session context information. The MMF is not required to be aware of the content of SM NAS message.
6.
NextGen system supports the independent activation/deactivation of UE-CN user plane connection per PDU session.
NOTE 8:
The criteria to deactivate UE-CN user plane connection is up to RAN WGs decision.
Editor's note:
The exact impact of such mechanism on the MM and SM procedures are FFS.
7.
The SMF(s) supports the end-to-end control functions on PDU sessions (including any NG4 interface to control the UPF(s)),
8
(when multi-slicing per group B applies) In case of an UE served by multiple slice instances there are multiple instances of SMF that serve the UE.

Editor's note:
it is FFS whether a single SMF is present in each slice, or whether multiple SMFs can serve one UE in a slice instance.

9
NG2 signalling related with UE is terminated in the MMF i.e. there is an unique NG2 termination for a given UE regardless of the number of PDU sessions (possibly zero) of a UE.

10
NAS MM messages and NAS SM messages and the corresponding procedures are decoupled, so that the NAS routing capabilities inside MMF can easily know if one NAS message should be routed to a SMF, or locally processed in the MMF. It is possible to transmit an SM NAS message together with an MM NAS message.

NOTE 9:
Whether this implies encapsulating the SM NAS message in an MM NAS message or not is FFS and should be defined at stage 3.
10
MMF can decide whether to accept the MM part of a NAS request without being aware of the possibly concatenated SM part of the same NAS signalling contents.

11
Some NG2 signalling (such as Hand-Over related signalling) may require the action of both MMF and SMF. In such case, the MMF is responsible to ensure the coordination between MMF and SMF


This may corresponds to following interactions:


NG2 impacts of SM events:

a.
At the set-up / modification / release of a PDU session: the SMF interacts with RAN via the MMF for setup, modification and release of radio and NG3 resources for the PDU session.

b.
At the set-up/modification of QoS for GBR flows or modification of QoS rules for non-GBR flows, the SMF interacts with the RAN via the MMF to provide the QoS information.


Impacts of MM events:

a.
At the transition from IDLE to CONNECTED: the SMF interacts with RAN via the MMF for setting up of radio and NG3 resources for the PDU session.

b.
During a Hand-Over : the SMF interacts with MMF at least to receive from the RAN the NG3 DL information.

NOTE 10:
The interaction information between MMF and SMF in Handover procedure depends on the detail handover solution discussed in mobility management key issue.
c.
When the UE becomes IDLE, MMF notifies SMF(s) in order for SMF(s) to modify the settings for DL data forwarding in the NGUP(s) for NG3.

d.
When it is made aware by the NGUP that some DL data has arrived for an UE in IDLE mode (and the UE is not known to be in a power saving state), the SMF interacts with the MMF in order to trigger UE paging from the AN (depending on the type of AN).

Editor's note:
Precise details of the interaction for paging depend on the definition of paging mechanisms for the NextGen system.

e.
The SMF may need to interact with MMF in order to be able to control the NGUP(s) based on the power saving state of the UE.

f.
When UE sends (non periodic) TAU request to MMF, the MMF may need to notify SMF(s) so that the SMF(s) can determine whether User Plane Function relocation is required or not (based on SSC mode and on the new user location).

12
The SMF needs to receive the permanent user identity of the UE.
13
When SMF needs to send NAS SM signalling to an UE, it provides information allowing the MMF to retrieve the corresponding UE NAS signalling context.
* * * * End of Changes * * * *
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