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Abstract of the contribution:  Stage 1 service requirements for SMARTER are under development by SA1 that require NextGen/5G architecture support of priority and pre-emption capabilities needed by users/applications of critical communications (e.g., mission-critical communications needed by public safety). Taking into account relevant existing EPS capabilities, this contribution provides proposals for SA2 discussion to help realize improved architecture support of priority and pre-emption capabilities in NextGen/5G systems. 
1. Background
In TR 22.862 [1], SA1 identified use cases for SMARTER that include support for critical communications involving industrial process control, smart grid systems with distributed sensors and management, mission-critical communications for public safety and other users requiring preferential treatment, which are expected to be supported by NextGen/5G. The SMARTER service requirements for critical communications establish the most diverse and stringent QoS requirements for network & service accessibility and service quality. Thus, appropriate network QoS mechanisms are required to properly fulfil these requirements in different NextGen/5G network conditions (e.g., when the communication capability of the NextGen/5G serving network may be overloaded or impaired due to congestion or partial network infrastructure outages). That is, flexible and forward compatible priority- and pre-emption-related QoS and Policy frameworks in a NextGen/5G network (i.e., NG Core Network and NR network) are needed to enable dynamically preferential use of NextGen/5G access and core network resources for various services of critical communications.

In the TR 23.799 [2] (clause 8.2), the following interim agreements are identified for QoS parameters of the QoS flow:

11.
Some User plane QoS markings are scalar values that have standardized QoS characteristics (referred to as A-type QoS profile).

12.
Some User plane QoS markings are scalar values that point to dynamic QoS parameters signalled over NG2 (referred to as B-type QoS profile).

NOTE 7: The value of the QoS marking indicates the type of associated QoS profile (A- or B-type).

13.
QoS parameters may include the following:

a.
Maximum Flow Bit Rate.

b.
Guaranteed Flow Bit Rate.

c.
Priority level.

d.
Packet Delay Budget.

e.
Packet Error rate.

f.
Admission control.

NOTE 8: Parameters c, d), e) apply for both bullets #11 and #12. Parameters a), b), f) apply only to bullets #12.

NOTE 9: Need for other parameters such as packet jitter is FFS.

Editor's note: Whether Priority Level is used for more than scheduling purpose is FFS.
Editor's note: It is FFS which of the parameters listed above need to be signalled to the UE.

In addition, SA2 is developing relevant questions to be addressed at SA2#118 to help establish the TR 23.799 conclusions for Phase 1 of SA2’s NextGen architecture study, which will support SA2’s immediate undertaking of normative NextGen architecture specification efforts for Phase 1 and subsequent undertaking of informative and normative NextGen architecture specification efforts for Phase 2. Importantly, as documented in TR 23.799 it is recognized that a number of NextGen architecture key issues requiring study for architecture support of critical communications have been deferred to consideration in Phase 2; therefore, it is essential that the decisions made for Phase 1 next to be forward compatible with the decisions made in Phase 2.
Even though there are not available enough design details on the NextGen/NR QoS framework, several design principles should be agreed in advance to ensure QoS enhancements for NextGen/NR will address the priority-related flexibility and forward compatibility required by critical communications in general and mission-critical communications in particular (compared to the current EPS QoS framework).

2. Discussion 

Currently and increasingly in the future, public safety and other users/applications can and will have different voice, data, and video service priority levels, which can also change dynamically. For example, paramedics engaged in an emergency mission have a higher priority than police officers on a lunch break. The relative priorities between and among public safety mission-critical communications services (e.g., Mission Critical Push To Talk over LTE (MCPTT), Mission Critical Data (MCData), and Mission Critical Video (MCVideo)) and other critical communications services needs to be situationally adjusted to prioritize certain users/applications of various government agencies in network and application resource allocation and real-time scheduling to cope with continuously evolving situations of an incident.
For example, there are fundamentally two classes of media flows for public safety MCPTT: normal and privileged. Privileged media flows have very high service priority and are related to mission-critical emergency (e.g., group call emergency and immediate peril). Within each class there can be flows of different (higher or lower) service priorities, but the service priority for the flows in the privileged class is always higher than for the flows in the normal class.

The following sections provide a brief summary of the limitations of current LTE priority mechanisms in support of the existing priority requirements for public safety mission-critical communications and other critical communications.

1.1 Admission Control

In EPS the Allocation and Retention Priority (ARP) is used to decide whether an LTE bearer establishment or modification request can be accepted or needs to be rejected in case of resource limitations (e.g., for admission control of GBR traffic) or for other reasons (e.g., based on mission-critical application needs). The ARP parameter includes the pre-emption capability indicator (PCI) and the pre-emption vulnerability indicator (PVI) that can be used to decide which existing bearers to pre-empt if warranted. However, in EPS the maximum number of bearers for a UE is limited to 3 GBR bearers and 5 non-GBR bearers (including the default bearer associated with the PDN connection), and can be further limited within a cell based on the congestion situation. Because of 3 LTE GBR bearers per UE limit, the 4th GBR bearer and beyond that needs to be admitted must either merge QCI and sharing ARP with one of existing GBR bearers or perform pre-emption even though there are still enough radio resources for the newly added GBR bearer. The scheme of merging QCI and sharing ARP is being addressed by SA2 in its LTE priority-sharing specifications efforts.
LTE priority sharing allows grouping multiple flows of different ARP on the same LTE bearer. However, there are several known issues associated with priority sharing:
1. Over-pre-emption (more flows than are necessary can end up being pre-empted).

2. Wrong order pre-emption can occur (flows of higher priority can be pre-empted ahead of flows of lower priority).

3. Flows with the ARP-PVI set to NO may effectively end up being pre-empted (and conversely, flows with ARP-PCI bit set to NO may end up pre-empting other flows).

4. The priority sharing of normal flows with privileged flows will make all those flows privileged, and could turn the MCPTT network into a single priority (per QCI) network.

Admission control of NextGen/NR is expected to overcome the limitation of LTE priority sharing, caused by stringent maximum numbers of LTE bearers, by performing admission control (priority & pre-emption) for an individual QoS flow.  

Observation 1: NextGen/NR architecture must support per QoS flow admission control (priority and pre-emption) based on NextGen QoS parameters associated with the QoS flow.  
Observation 2: The NextGen/NR architecture must enable admission control based on the priority of users and applications in accordance with system operator policies consistent with national/regional regulatory requirements with those priorities not dependent on, for example, the types of services requested (e.g., GBR, non-GBR) or packet forwarding treatment.
1.2 Scheduling Priority for Packet Forwarding Treatment

The LTE QoS Class Identifier (QCI) is a scalar value that refers to a set of node-specific parameters that determine packet forwarding treatment, which defines resource type (GBR or non-GBR), latency target, packet loss/error rate, and priority level for scheduling. The LTE scheduling function allocates radio resources in priority of QCI order, such that GBR bearers can transmit according to the DL and UL guaranteed bit rate values. Non-GBR traffic has both APN level aggregate maximum bit rate (APN AMBR) limit as well as UE specific total maximum bit rate (UE AMBR) limit, but there is no guaranteed bit rate. Throughput of non-GBR bearers can be statistically differentiated with different scheduling weights implemented by an eNB. 
Every LTE bearer has an assigned QCI value. Originally, 3GPP Release-8 specified standard GBR QCIs 1-4 and non-GBR QCIs 5-9. 3GPP Release-12 added additional QCIs for public safety applications. GBR QCIs 65 and 66 are respectively for mission-critical PTT voice and non-mission-critical PTT voice. Non-GBR QCI 69 is for mission-critical signalling and non-GBR QCI 70 is for mission-critical data. (See TS 23.203 [4].) LTE QCI priority level assignments are applicable to both GBR and non-GBR flows. The priority level of a QCI value is tightly coupled (fixed) with other standardized (intrinsic) QoS characteristics (i.e., PDB and PELR) of the QCI value in the specification. 

Current LTE QCI specifications provide standard packet forwarding treatments for each QCI at a UE but there are several known issues associated with handling data flows of existing SA1-defined MCPTT, MCVideo, MCData and other critical communications:
5. Dynamic priority assignment for individual GBR flow is limited when multiple GBR flows are assigned with the same QCI value and sharing a GBR bearer. For example, GBR QCI 65 is for mission-critical PTT (MCPTT) voice, and there is no differentiation for prioritising urgent MCPTT voice traffic of an emergency group call over regular MCPTT voice traffic of routine group calls within a GBR bearer when the other 2 GBR bearers are occupied by real-time mission-critical video (MCVideo) traffic or other critical communications voice/video traffic.

6. Dynamic priority adjustment for individual GBR flow is limited when multiple GBR flows are merged in the same GBR bearer. Sharing a GBR bearer allows grouping multiple mission-critical flows of different priority in the same bearer to cope with the 3 GBR bearer limitation. Consequently, all merged GBR flows carry the same intrinsic QCI value of the bearer; and it is not possible to situationally adjust the priority of certain mission-critical flows of various government agencies to cope with continuously evolving situations of an incident.

7. There is limited flexibility and forward compatibility if the priority level of a QCI value is tightly coupled with other standardized QoS characteristics (i.e., PDB and PELR) of the QCI value in the specification. It is not possible to allow the relative priorities among different GBR flows (e.g., used for normal or privileged public safety mission-critical communication services, public emergency and other priority communication services, and various forms of commercial services such as involving silver/gold/platinum levels) to be defined and dynamically configurable by the network operator in order to support operator policies consistent with national/regional regulatory requirements.
The priority of NextGen/NR for scheduling packet forwarding treatment is expected to overcome the limitation of LTE QCI scheme, where the priority is an intrinsic characteristic of each QCI value and fixed in the specifications, by decoupling the priority from other QoS parameters associated with individual QoS flow. That is, the relative priorities among different QoS flows should be defined and dynamically configurable by the network operator in order to support operator policies consistent with national/regional regulatory requirements. This should be applicable to both GBR and non-GBR flows in NextGen/NR networks.
Observation 3: The priority in NextGen/NR networks for packet forwarding treatment must be decoupled from other QoS parameters associated with individual QoS flow and its mapped DRB.

Observation 4: The legacy (i.e., EPS) packet-forwarding approach based on QCI needs justification to enable it to be specified as part of the NextGen/5G architecture specification because the coupling of priority and intrinsic QoS characteristics must be avoided to adequately support critical communication user/application service requirements.
Observation 5: To support priority-related forward compatibility for future NextGen/5G critical communications, the NextGen/NR QoS and policy frameworks must allow the relative priorities among different QoS flows and its mapping to NR DRB to be defined and dynamically configurable by the network operator in accordance with operator policies and consistent with national/regional regulatory requirements. This must be applicable to both GBR and non-GBR flows for NextGen/NR networks and for NextGen/NR architecture support of legacy (i.e., EPS) networks.
1.3 Stage 1 Dynamic Policy Control Requirements

Included in the SMARTER specification TS 22.261 [3] normative service requirements for a new critical communications feature – Dynamic Policy Control – that shall be supported by NextGen/5G networks is:
6.8.2 Requirements
The 3GPP system shall support the creation and enforcement of prioritisation policy for users and traffic, during connection setup and when connected.

NOTE:
Relative prioritization, pre-emption, and precedence of critical traffic associated with certain priority services (e.g., MPS and Emergency) are subject to regional/national regulatory and operator policies.
The 3GPP system shall support optimised signalling for prioritised users and traffic where such signalling is prioritized over other signalling traffic.

The 3GPP system shall allow flexible means to create and enforce relative priority among the different service flows by authorized users, as authorized by operator policy.

The 3GPP system shall allow real-time, dynamic, secure, limited interaction with the QoS and policy framework by authorized users in a manner that is controlled by operator policy.
These requirements provide service level guidance on NextGen/NR dynamic policy control aspects of priority and pre-emption related QoS mechanisms for supporting existing and future NextGen/5G critical communications. It is noteworthy that several public safety operators have announced plans to either (1) partner with one or more commercial mobile network operators to build a shared network for public safety and commercial users or (2) purchase communication services supporting public safety users from existing commercial mobile network operators. It is expected that NextGen/5G networks will be shared to serve both public safety users and commercial subscribers with the same radio resources, in which case there is also a need to prioritize public safety mission-critical communications over regular commercial critical communications.  There is need to consider all aspects of NextGen/5G architecture support with respect to the Dynamic Policy Control service requirements; however, it is necessary that decisions reached in Phase 1 of the NextGen/5G architecture specification regarding especially QoS and Policy frameworks must be forward compatible to be able to accommodate decisions reached in Phase 2 of the NextGen/5G architecture specification that will include study of the highly relevant key issues not included in the Phase 1 study.
Observation 6: It is imperative to have priority-related “forward compatibility” designed in the NextGen/NR QoS and policy frameworks in order to support dynamically configuring and enforcing future “relative priority matrix” among NextGen 5G public safety and commercial critical communications co-existing in the same network.

Observation 7: It is imperative that decisions reached in Phase 1 of the NextGen/5G architecture specification regarding especially QoS and Policy frameworks must be forward compatible to be able to accommodate decisions reached in Phase 2 of the NextGen/5G architecture specification that will include study of the highly relevant key issues not included in the Phase 1 study.
3. Conclusions

Based on lessons learned from architecture support of existing Stage 1 mission-critical and other services requiring preferential treatment (e.g., MCPTT, MCVideo, MCData) using current EPS priority and pre-emption mechanisms and consideration of the emerging SMARTER service requirements (e.g., NextGen/5G dynamic policy control service requirements), the following proposals are identified to ensure that the NextGen/5G architecture can adequately support current and future “yet unknown” critical communication needs of public safety (and other) users and applications that require preferential treatment.
Proposal 1: The priority level of B-type QoS profile, dynamically signalled over NG2, must be capable of overwriting the priority level of A-type QoS profile, standardized in specification, based on operator's policy and configuration.

Proposal 2: The NextGen/NR architecture must support per QoS flow admission control (priority and pre-emption) based on NextGen QoS parameters associated with the QoS flow in accordance with operator-authorized user and application service priorities.
Proposal 3: The priority for packet forwarding treatment in the NextGen/NR architecture specifications must be decoupled from other QoS parameters associated with an individual QoS flow.

Proposal 4: In order to architecturally support (in both Phase 1 and Phase 2) priority- and pre-emption-related forward compatibility for future NextGen/5G critical communications, the NextGen/NR QoS and Policy frameworks must allow the relative priorities among different QoS flows to be defined and dynamically configurable by the network operator in accordance with its policies and national/regional regulatory requirements. This must be applicable to both GBR and non-GBR flows in NextGen/5G systems.
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