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Discussion
As specified in TS 23.401, subclause 4.3.7.4.1a:

"The MME can reject Downlink Data Notification requests for non-priority traffic for UEs in idle mode or to further offload the MME, the MME can request the SGWs to selectively reduce the number of Downlink Data Notification requests it sends for downlink non-priority traffic received for UEs in idle mode according to a throttling factor and for a throttling delay specified in the Downlink Data Notification Ack message.

The SGW determines whether a bearer is to be subjected to the throttling of Downlink Data Notification Requests on the basis of the bearer's ARP priority level and operator policy (i.e. operator's configuration in the SGW of the ARP priority levels to be considered as priority or non- priority traffic). While throttling, the SGW shall throttle the Downlink Data Notification Requests for low and normal priority bearers by their priority. The MME determines whether a Downlink Data Notification request is priority or non-priority traffic on the basis of the ARP priority level that was received from the SGW and operator policy."
So the SGW shall apply such throttling (using throttling factor and delay) for all the UE/PDN Connections in IDLE which have eligible bearer contexts, associated with the requesting MME. 

Example:

Let’s use an example to explain in more detail:

There is a SGW having 100 IDLE PDN connections, and 50 of 100 PDN connections contains low priority bearers, so in total 50 low priority bearers are eligible for such potential throttling;

At receiving a DL data (regardless if it is received from a low priority bearer), the SGW sends DDN to the MME, the MME, due to an overload situation, requests the SGW to throttle the DDN with throttling factor 50% and for 10s as throttling delay, in DDN Ack;

So the SGW will perform such throttling for 10s, i.e. discarding 50% DDN message if the message is triggered at receiving DL data on those low priority bearers 

Let's assume that, in this subsequent 10 sec, in total 60 DL packets are received on the low priority bearers: 10 bearers will received 4 DL packets each and 20 bearers will receive 1 DL packet each. The SGW will in this case discard 30 DL packets (50%) and send 30 DDN to the MME.
Solution agreed at SA2#117:

This solution agreed in S2-166174 is:

Throttling mechanism by which the MME uses Downlink Data Notification Acknowledgement messages DL low priority traffic Throttling parameters, is handled by the SGW-C as follows: 

-
On receiving Downlink Data Notification Acknowledgement from the MME/SGSN, the SGW-C determines which bearers are subject to the throttling of Downlink Data Notification requests on the basis of the bearer's ARP priority level and the operator policy.

-
For those bearers, according to the requested throttling factor, upon receipt of an Sx report notifying the arrival of DL data packets, the SGW-C requests the SGW-U to discard buffered data packets in proportion to the throttling factor provided in the Sx Report Ack. The throttling delay timer is handled by the SGW-C: the SGW-C shall request the SGW-U to resume full packet data buffering when the throttling delay timer expires.

Analysis and conclusion:

This results in the following:

1. 
The SGW-C receives the request to throttle DDN by 50% for 10s
2.  When later the SGW-U notifies SGW-C about the arrival of DL data for a low priority bearer eligible for throttling, the SGW-C provides the throttling factor (50%) to the SGW-U in the reply. This will happen for each first DL packet received per PDR (i.e. 30 notifications). 
3. 
The SGW-U discards subsequent DL packets in proportion of the throttling factor (50%) for this bearer. For the PDRs receiving in total 4 DL packets, two out of the three subsequent DL packets will be dropped and one be notified to SGW-C (resulting in 10 additional notifications to SGW-C). The 20 PDRs that only receive a single DL packet will not have to drop anything.(if subsequent DL data receives on 60 different low priority bearers, there is nothing saved, there is no use of throttling factor)
4. 
When the throttling timer expires (after 10s), the SGW-C requests SGW-U to resume normal (full) buffering. This will happen for 30 Sx sessions.
What is not so clear in the solution description is if SGW-C will send a DDN to MME for all notifications when the notification arrives to SGW-C in steps 2 and 3:

A.
If SGW-C sends DDN for all notifications this results in 40 DDN to MME, i.e. there will be no throttling of the first DL packet and only throttling of subsequent packets. This results in less throttling than requested by MME. Also, since these UEs will be paged, the UE will enter CONNECTED state and buffering is no longer needed. Subsequent throttling is therefore not useful for these Sx sessions. 
B.
If SGW-C also performs throttling and throttles the first notifications received from SGW-U for every PDR, the desired 50% throttling may be achieved. The assumption is then that SGW-C throttles the initial DL notifications and SGW-U throttles the subsequent DL packets. However, throttling will then be done in two places and it can be questioned why SGW-U needs to perform the throttling. The SGW-C should also not request the SGW-U to throttle buffering for those UEs where SGW-C sent DDN, only for those UEs that where throttled in SGW-C. This approach introduces extra complexity e.g. with split decision on throttling.
C.
Another option is that the throttling factor (step 2 above) is not only provided to SGW-U for the PDR that is associated with the DL packet, but for all PDRs and Sx sessions that correspond to low priority bearers and the served by the MME that requested throttling. This approach however introduces extra processing load on the SGW-C to identify all eligible bearer contexts associated with the requesting MME, identify all associated PDRs and initiate extra Sx signalling for each affected Sx session to apply throttling factor. 
Alternatives A, B and C also introduce extra processing load on the SGW-C and SGW-U, as well as extra Sx signalling, to stop the throttling when throttling delay timer expires (at least 60 Sx modification signalling, more if Alt C is used). Also, such Sx modification signalling happens at the same time (upon receiving throttling request from the MME), so this leads to a high signalling peak. In addition, the SGW-U has to be made more complex for little reason to be able to throttle among those applicable PDRs and FARs. 

In the above example with Alt A or B there are 40 notifications of DL packets to SGW-C and 30 notifications to SGW-U to resume normal buffering (in total 70 Sx round trips). With C the number of Sx roundtrips would be higher. Instead, if SGW-C would have performed the throttling, there would have been 60 DL notifications to SGW-C and no notifications to SGW-U (in total 60 round trips). The difference (in favour of throttling in SGW-C) becomes even bigger if we assume a single or very few DL packets per PDR during IDLE mode. Since the main use case for DDN throttling was IoT devices, a small amount of DL packets per device should be assumed.
Furthermore, the throttling factor defined in 23.401 applies for all UEs served by a MME-SGW pair, i.e. throttling should be done on the aggregate of all DDNs. With the solution where throttling is done per PDR, it will be unfair for those bearers/PDRs where the first DL packet was throttled since then several additional DL packets will be needed to trigger a DDN.
So we propose that such throttling shall be handled by the SGW-C completely (CR proposed in S2-166523).
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