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Abstract of the contribution: This contribution addresses the key issues on session management and (re)selection of efficient user plane paths for network based ultra-reliable transmission. In particular, a solution is provided to support ultra low latency in high mobility scenarios. 
The contribution addresses the following work tasks: 
SM_WT_#1, SM_WT_4, SSC_WT_#3

Discussion
Ultra-high reliability is required for a number of use cases that are described in the SMARTER TR. In some of the use cases, ultra low latency is also required. So far ultra high reliability is mainly considered as an issue for RAN. However the requirement applies end-to-end and therefore it requires also consideration of the CN aspects. Specifically if the reliability needs to be higher than what RAN means can provide, or if also the CN parts need increased reliability, an end-to-end approach needs to be considered. In order to satisfy these requirements, an end-to-end solution involving both the RAN and the CN is considered here. 
There are two scenarios to consider for ultra-high reliability.
· Remote DN scenario:  The UE is connected to a remote DN.
· Local DN scenario:  The UE is connected to a local DN. This scenario applies to use cases that require ultra-low latency in addition to high reliability.
In both scenarios, it is assumed that RAN applies means to ensure the reliability requirement is satisfied. 

The RAN means increase reliability via the same radio link, e.g. by using more robust transmission techniques. Adding reliability at the lower layers is more efficient than sending the same data (IP packets) multiple times at higher layers. However, as the whole radio link might experience interference or can get lost, other alternatives with redundant (end-to-end) connections should be considered. 

Under the assumption that the RAN segment needs always to be considered, when higher reliability is wanted, there are two options for providing reliable communication.

a) Only higher reliability for the radio transfer segment. This includes techniques such as higher encoding or data duplication within the RAN, which is not visible outside RAN

b) Redundant end-to-end connections, which ideally avoid any common entities or processing between each other, besides at the end points
Option b) is needed in order to increase the overall end-to-end reliability above what might be accomplished with a single link, or when redundancy is also needed in the CN in addition to the RAN. Fully separate end-to-end paths, ideally also via different radio links, can be used for load-sharing and failover. Load sharing is also a form of redundancy and includes failover, if one of the paths is lost.

In the local DN scenario, redundant transmission in the CN may not be necessary if the UE is not mobile. However, in the mobility scenario, where the UE may be moving from one local network to another, the UE may be communicating with multiple AN nodes simultaneously to achieve seamless handover. The UPGW corresponding to the target DN may receive duplicate UL packets from different AN nodes. Similarly, the UPGW may send duplicate DL packets to different AN nodes. In this case, an end-to-end reliability solution is required. 

The application in the UE and the AS can remove the duplicate packets to achieve an end-to-end solution for reliable communication. 

In the remote DN scenario, redundant transmission is required in both the RAN and the CN. An end-to-end solution for providing redundancy can be achieved by duplicating the packets at the IP layer or by operating the redundant connections in load sharing or failover modes.
Proposal

It is proposed to add the following solution to the TR 23.799 “Next Generation System”
* * * Start of changes * * * * all new text
6.4
Solutions for Key Issue 4: Session management
6.4.13
Solution 4.13: Session Management model for multiple parallel PDU Sessions and for multi-homed PDU Session
This solution addresses WT#1 (SM model) and WT#2 (relation between SM and MM).
6.4.13.1
Architecture description
This clause describes a session management model focusing on the following two cases:

-
Multiple parallel PDU Sessions of IPv4, IPv6, IPv4/IPv6 (if this type is supported in NextGen) or non-IP type;

-
Multi-homed PDU Session. 

Editor's note:
Support of multi-homed sessions for IPv4 are FFS

Editor's note:
roaming case is FFS
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Figure 6.4.13.1-1: Session management model with multiple parallel PDU Sessions

The proposed solution assumes the following session management model principles:

-
A PDU Session establishment and release is performed using NG1 signalling as in solution 4.2 and 4.3.

-
A PDU Session is identified with a Data Network Name (DNN).

Editor's note:
It is FFS whether the DNN is identical to the APN.

-
CP functions in the NextGen core configure the user plane path for the PDU Session.

-
The user plane path in the NextGen core consists of user plane gateways (UP-GWs). The number of UP-GWs for a PDU Session is not imposed by the specification.

-
For UE with multiple PDU sessions towards different DN there is no need for mandatory "convergence point" similar to the SGW. In other words, going out of the RAN the user plane paths of PDU Sessions belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen_Idle state is supported) there can be a distinct buffering node per PDU Session. 

NOTE1:
In case session bitrate limitation across all PDU sessions to the same data network is required (to be determined by the QoS key issue), then for UE with multiple PDU sessions towards the same DN there is the need of a Core Network User plane "convergence point" to support across session bitrate enforcement and charging. Across-session bitrate enforcement has to be run in a unique entity that handles all the DL traffic from the same DN. DL traffic Charging is to be performed  after potential packet discard by across-session bitrate enforcement. 

-
A user plane path is materialised as a tunnel. There is one tunnel per PDU Session on between two entities . The tunnel carries all traffic of a PDU Session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.

-
The network may decide to reconfigure the user plane path of a PDU Session outside of any UE mobility event.

-
Multiple PDU Sessions to the same Data Network are supported as described in Solution 4.3 (clause 6.4.3) or by using a multi-homed PDU Session described below.

-
a PDU Session may be associated with one or multiple IPv6 prefixes or IPV4 addresses. The latter case is referred to as multi-homed PDU Session and is described in Figure 6.4.13.1-2 and Figure 6.4.4.1-3. In this case the PDU Session provides access to the Data Network via two separate IP anchors. The two user plane paths leading to the IP anchors branch out of a "common" UP-GW referred to as "branching point". The branching point is a logical functionality which may be co-located with other entities (e.g., a UP-GW for one of the IP anchors). The branching point functionality ensures that uplink packets take the appropriate path based on the UE's source address or other header fields The branching point is a Core functionality as it has to enforce APN AMBR and charging. It enforces split of UL traffic from the UE (forwarding the traffic towards the different IP anchors) and merge of DL traffic to the UE (merging the traffic from the different IP anchors towards the link towards the UE)
NOTE 2:
In case session bitrate limitation across all PDU sessions to the same data network is required (to be determined by the QoS key issue) then NOTE 1 applies also in this case.

-
The use of multiple IPv6 prefixes in a PDU session could be based on 

-
the "branching point" is configured as a mobility anchor that spreads the UL traffic between the IP anchors based on the Source Prefix of the PDU (selected by the UE based on policies received from the network).  This corresponds to Scenario 1 defined in IETF RFC 7157 "IPv6 Multihoming without Network Address Translation". This allows to make the "Common UP-GW" unaware of the routing tables in the Data Network and to keep the first hop router function in the IP anchors.
Editor's note:
In case of IPv4 multi-homed PDU session, it is FFS how the network can influence UE decisions on which source address to use 

-
The multi-homed PDU Session may be used to support make-before-break service continuity as described in Solution 6.1 (SSC mode 3 in clause 6.6.1) illustrated in Figure 6.4.13.1-2. The multi-homed PDU session may also be used to support cases where UE needs to access both a local service (e.g. Mobile Edge Computing server) and the Internet, illustrated in Figure 6.4.4.1-3. Access to local services may also be realized using the same address/prefix as for other services, as described in Solution 5.2 in more detail. In this case, the branching point may use filtering criteria other than the source IP address for uplink traffic.

-
A branching point for a given session may be inserted or removed by the control plane on demand. For example, when a session is first created initially with a single address/prefix, no branching point is needed. When a new address/prefix is added to the session, a branching point may be inserted. After the release of the additional addresses/prefixed, the branching point may be removed by the control plane when there is only a single address/prefix for the session.

[image: image2.emf]UE RAN

UP-GW

branching

function

UP-GW

IP anchor 1

UP-GW

IP anchor 2

CP functions

DN

NG1

NG2

NG4

NG4

NG4

NG6

NG6


Figure 6.4.13.1-2: Multi-homed PDU Session: service continuity case
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Figure 6.4.13.1-3: Multi-homed PDU Session: access to local DN
Ultra-high reliability is required for a number of use cases that are described in the SMARTER TR. In some of the use cases, ultra-low latency is also required. For low latency communication, the UPGWs, which provide mobility and IP anchoring, should be close to the UE. In this case, the AS should be close to the RAN in order to allow applications to run closer to the edge. The UPGW can be collocated with the AN or close enough to the AN to satisfy the Round Trip Time (RTT).
In order to satisfy these requirements, an end-to-end solution involving both the RAN and the CN is considered. 

There are two scenarios to consider for ultra-high reliability.

· Remote DN scenario: The UE is connected to a remote DN.

· Local DN scenario: The UE is connected to a local DN. This scenario applies to use cases that require ultra-low latency in addition to high reliability.

In both scenarios, it is assumed that RAN applies means to ensure the reliability requirement is satisfied. 

The RAN means increase reliability via the same radio link, e.g. by using more robust transmission techniques. Adding reliability at the lower layers is more efficient than sending the same data (IP packets) multiple times at higher layers. However, as the whole radio link might experience interference or can get lost, other alternatives with redundant (end-to-end) connections should be considered. 

Under the assumption that the RAN segment needs to always be considered, when higher reliability is wanted, there are two options for providing reliable communication.

a) Only higher reliability for the radio transfer segement. This includes techniques such as higher encoding or data duplication within the RAN, which is not visible outside RAN

b) Redundant end-to-end connections, which ideally avoid any common entities or processing between each other, besides at the end points
Option b) is needed in order to increase the overall end-to-end reliability above what might be accomplished with a single link, or when redundancy is also needed in the CN in addition to the RAN. Fully separate end-to-end paths, ideally also via different radio links, can be used for load-sharing and failover. Load sharing is also a form of redundancy and includes failover, if one of the paths is lost.
In the remote DN scenario, redundant transmission is required in both the RAN and the CN. An end-to-end solution for providing redundancy can be achieved by duplicating the packets at the IP layer or by operating the redundant connections in load sharing or failover modes. 

In the local DN scenario, redundant transmission in the CN may not be necessary if the UE is not mobile. However, in the mobility scenario, where the UE may be moving from one local network to another, the UE may be communicating with multiple AN nodes simultaneously to achieve seamless handover. The UPGW corresponding to the target DN may receive duplicate UL packets from different AN nodes. Similarly, the UPGW may send duplicate DL packets to different AN nodes. In this case, an end-to-end reliability solution is required. 

The application in the UE and the AS can remove the duplicate packets to achieve an end-to-end solution for reliable communication. 

6.4.13.2
Function description 
6.4.13.2.1
Session management procedure for multiple-homed PDU sessions

While the UPGW provides the mobility and IP anchoring functionality, the BP (Branching Point UP-GW) enables traffic from the UE to be split via multiple paths through multiple UPGWs in the UL direction. Similarly in the DL, the traffic from the AS, routed via multiple UPGWs, is merged at the BP prior to transmitting to the UE. The BP is generally located close to the AN in order to support multi-path/multi-homing transmission capability.

There are two scenarios to consider corresponding to figures 6.4.13.1-2 and 6.4.13.1-3. The session request procedure for both scenarios is illustrated in the following figure. 
This case applies to where a UE has an ongoing PDU session using UPGW-1 without a BP and makes a request for a new path of the PDU session which requires a new UPGW (UPGW-2) and, as a result, a BP may be selected. Additionally, this also applies to the case where the UE has no ongoing session and makes a request for a PDU session which requires a BP and multiple UPGWs to meet the session performance requirements. 
NOTE: When the PDU session is established, the BP function is not necessarily included in the path.

[image: image4.emf]UE AN CP NF UPGW-1 UPGW-2

3. Select BP and 

UPGW(s)

1. Session Request

6. Session Response

Subscriber  

Repository

2. Authentication/Authorization

4. Session Setup between AN and BPs

BP

5. Session Setup between BP and UPGWs


Figure 6.4.13.2.1-1: Session establishment procedure
1.
The UE sends a Session Request to the CP NF via AN. The request may include QoS requirements such as latency and bandwidth requirements.  

2.
The CP NF initiates the authentication/authorization procedure by checking with the subscriber repository. Policy related procedure may be involved in this step.

3.
If the authentication/authorization in step 2 is successful, the CP NF may select one or more UPGWs for the UE. The UPGWs are selected to satisfy the latency and other performance requirements. The CP NF may also select a BP serving the UE. The BP may be configured with criteria for forwarding packets using techniques other than the source IP address.  
4.
The CP NF establishes the UP paths between the serving AN and the selected BP.
5.
The CP NF establishes the UP paths between the BP and the UPGWs.  
6.
The CP NF sends Session Response to the serving AN node. The serving AN node forwards the response to the UE. 

After the session is setup, the UE can send UL data to the AN node using the appropriate source address for the given PDU session. The AN node forwards the UL data to the BP, which then forwards the traffic to the appropriate UPGW. 

The UL and DL data transmission using the BP for a multi-homing PDU session is illustrated in the following figure.  
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Figure 6.4.13.2.1-2: Data transmission using a branching function

When the UE moves toward the coverage area of other AN nodes that are connected to a different UPGW, the CP NF may select another BP and/or UPGW and setup the UP path between the AN and the new BP (if selected). If the UE moves out of coverage of the AN nodes that are associated with a given BP/UPGW then the corresponding paths can be removed. 

The selection of the BP and UPGW and the BP to UPGW path establishment are done based on the PDU session requirements. For example, to satisfy low latency requirements, the BPs along with the UPGWs, can be co-located with the AN such that the application servers, which may also be located in a local DN, can be accessed with minimal RTT. 

The session update procedure triggered by a handover is illustrated in Figure 6.6.1.2.1-1. During this procedure, a BP and/or UPGW may be added or removed. The CP NF updates the session between the AN and the BP and the path between the BP and the UPGWs. If a new UPGW is selected or removed, the network updates the IP addresses/prefixes to the UE.
6.4.13.2.2
Session management procedure for ultra-reliable communication 

For a session request that requires ultra-high reliability, the CP NF (SM) should establish multiple PDU sessions. Each PDU session is associated with a different UPGW. 

The session establishment procedure for an ultra-reliable session is illustrated in the following figure.
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Figure 6.4.13.2.1-3: Session establishment procedure to achieve end-to-end reliability
1. The UE sends a session request (for PDU session A) specifying the reliability requirement to the serving AN node. The AN forwards the request to the CPF.

2. The CP NF performs the authentication/authorization. If successful, the CP NF selects a UPGW for the PDU session (PDU session A). The UPGW is selected based on the latency requirements. 

3. The CP NF establishes the user plane path between the serving AN node and the selected UPGW. 

4. The CP NF sends a Session Response to the AN node. The Session Response contains the IP address determined by the UPGW for PDU session A. The AN node forwards the Session Response to the UE. 

5. The UE establishes a protocol with the AS for managing redundant paths.

6. The UE sends a Session Request (for PDU session B) for the redundant path to another AN node. The AN node forwards the request to the CP NF. The request includes the UPGW selected in PDU session A to allow the CP NF to select a different UPGW for PDU session B. 

7. The CP NF selects another UPGW for the redundant PDU session B. The UPGW is selected based on the latency requirements and on the previously selected UPGW. 

8. The CP NF establishes the UP path between the AN node and the selected UPGW for PDU session B.

9. The CP NF sends a Session Response to the AN node. The Session Response contains the IP addresses determined by the UPGWs for the redundant PDU session. The AN node forwards the Session Response to the UE.

10. The UE adds a redundant path to the AS using a multi-path transport protocol.

When the UE undergoes a handover, the PDU sessions should be updated. During the session update procedure, UPGWs may be added and/or removed. 

If additional reliability is required for the CP then each AN node can forward the session request to a different CP NF.

In the local DN scenario, when the UE undergoes a handover and establishes a second RRC connection to another AN node, a new PDU session can be established to the target local DN. The PDU session to the source local DN can be updated so that the source AN node transmit/receive packets to/from the target UPGW connected to the target local DN. During the handover procedure, the UE can communicate with both AN nodes (source and target) simultaneously after the handover to the target AS in the target DN. 

This procedure is illustrated in the following figure. 
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Figure 6.4.13.2.1-4: Local DN scenario with UE mobility

1. The UE has a PDU session (PDU session A) via AN-1, UPGW-1 and AS-1.

2. During a handover, the UE establishes a second RRC connection with AN2, while still communicating with AN1.

3. The UE sends a new session request for PDU session B via AN2. 

4. The CP NF selects another UPGW corresponding to AN2 for PDU session B.

5. The CP NF sends an AS Relocation Request to the AS in the source local DN.

6. The CP NF establishes a new PDU session (PDU session B) and provides the address of the target UPGW (UPGW-2) and the address of the target AS (AS-2) to the UE. The CP NF updates PDU session A to use UPGW-2 and AS-2. 
In order to ensure the ultra high reliability requirement for some use cases, a reliable transport protocol is required for the user plane. For ultra low latency use cases, it may not be possible to wait for an acknowledgement on the transport layer since the Round Trip Time (RTT) may exceed the overall latency requirement. In this case, an autonomous retransmission protocol can be used for the user plane. This protocol is between the UE and the AS. 

In an autonomous retransmission protocol, the retransmissions can be sent at the same time or almost the same time as the initial transmission on different paths to ensure that the packets are correctly received within the delay bound. The user plane transport protocol should be able to send packets on multiple paths without waiting for an acknowledgement. A timer based approach can be used instead, where a timer is set when the first transmission is sent over the primary path. Retransmissions are sent over different paths when the timer expires. 

6.4.13.3
Solution evaluation 

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
* * * End of Changes * * * 
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