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Abstract of the contribution: This paper proposes to add the PDU session establishment procedure which is for home-routed traffic. In addition, the initial attach procedure and PDU session establishment procedure in non-roaming are corrected.
1. Introduction
In roaming Network slicing support case, SM procedures for home-routed traffic is still missing for solution 1.10 (i.e. solution #2 based roaming network slicing architecture). So some architectural descriptions and, as an example of SM procedure, the home-routed PDU session procedure are introduced based on the following observation points;
· Op1. When VPLMN’s SM NF selects a HPLMN’s slice specific NFs for signalling message routing, the requested DNN should be considered apart from the subscribed MDD vector because the DNN may have no association with the MDD and so a network slice instance cannot be identified by MDD alone.
· Op 2. In addition, if the VPLMN’s SM NF has information of the NSI which corresponds to the MDD vector and the DNN in HPLMN, the NSI is used instead to find a HPLMN’s SM NF. How to find in detail is solved in KI #7.
· Op 3. If there is roaming agreement to support Network slicing between HPLMN and VPLMN, when the VPLMN’s SM NF discovers a HPLMN’s SM NF, information of NSI which the HPLMN’s SM NF belongs to can be replied together to the VPLMN’s SM NF (e.g. from HPLMN’s NF repository function). Detail is solved in KI #7.
In addition, some corrections are incorporated for initial attach procedure and PDU session request procedure in non-roaming scenarios of solution #2:
· It is clarified that, during CCNF relocation of initial attach procedure, the subscribed SM related information(e.g. default DNN, subscribed DNNs, and mapping of DNNs to the MDD vectors of the Accepted MDD, etc) also delivered to the serving CCNF.

· Rewording description on steps ‘subscription check for NSI selection and SM NF selection’& ‘message forwarding’ in the non-roaming PDU session request procedure.  
2.
Text Proposal
*** start of the 1st change ***
6.1.2.2.3.1
Initial Access
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UE   RAN   Default /Target   CCNF   Serving  CCNF  

1. Attach Request (IMSI  or Temp ID, Requested  MDD)  

2. Attach Request (IMSI  or Temp ID, Requested  MDD)  

3. Security procedures  

4. subscription  check and NSI   selection  

5. Forward Attach  Request (IMSI,  Accepted   MDD, MM context)  

6 .  NSI selection  

7. Forward Attach  Accept (Temp ID,  Accepted   MDD)  

8. Attach Accept (Temp  ID,  Accepted   MDD)  

9. Attach Accept (Temp  ID,  Accepted   MDD)  


Figure 6.1.2.2.3.1-1: Initial Access

1.
The UE sends and attach Request including the IMSI if a Temporary ID for the UE is not available. 

If the UE requests one or a set of NSIs to be bound to it initially, it can do so by including a Requested MDD in the Attach Request. The Requested MDD may also be included in the RRC layer to further enhance the routing to an initial default/target CCNF of the Attach Request message in the event when the Temporary ID is not available to the UE or the Temporary ID was not assigned by the same PLMN of the current network that serves the UE. The MDD in the RRC layer may also be included to enable the access to a suitable RAN resource. It is assumed the RAN maintains a MDD-based table in order to route/forward the attach request message to a proper CCNF when the Temp ID is missing. 
If the Temporary ID is available, the UE includes it in the RRC layer message used to establish the RRC connection, so that the RAN can route the message to the CCNF in the core which has generated it.
2.
The RAN forwards the Attach Request to the Core based on the routing criteria outlined in step 1. 

3.
The CCNF proceeds with the procedures for 3GPP system authentication and authorization for the UE.

4.
If the UE is successfully authenticated, its subscription data is checked and the allowed MDD vectors are decided (which will form the Accepted MDD which will be returned to the UE in the Attach Accept), alongside the compatibility of the CCNF with these MDD vectors. It the CCNF detects it is not an appropriate handler for the UE step 5 is executed immediately without binding of NSIs to MDD vectors occurring in this CCNF. 

The CCNF decides the initial set of NSI(s) for the UE based on an evaluation of the Requested MDD, Subscribed MDD (if available), UE capabilities, UE's subscription policy, UE's serving RAN type etc. The following may apply:

- if the UE did not provide the Requested MDD, the network assigns the UE to the default NSI (s)
- if the UE did provide the Requested MDD, the network assigns the UE to the NSI(s) that the UE is authorized for.
- if some Default NSI(s) was missing from the requested MDD, the UE is still assigned to these NSI(s) and the corresponding MDD vector(s) is added in the Accepted MDD 
The Accepted MDD and is passed to the UE in the Attach Accept message.

If some DNNs are specific to some MDD vectors (e.g. based on subscription data), the mapping of these DNNs to MDD vectors is recorded in the UE context in the CCNF.
The procedure continues to step 8.

5.
If the UE is not suitably handled by the (Default/Target) CCNF where the Attach Request was routed to, this CCNF may redirect the UE to a new Serving CCNF that is more optimal (or less loaded) for the selected slices. Then, the Default/Target CCNF forwards the attach request to the new Serving CCNF with an indication that it is a forwarded attach together with IMSI, the UE context including the NAS key and Accepted MDD (which was determined to evaluate CCNF compatibility in step 4) in order to indicate that the UE has been authenticated for NSI(s) Assignment as described in step 4. Additionally, default DNN, subscribed DNNs, and mapping of DNNs to the MDD vectors of the Accepted MDD, if any, are included together.
6.
The Selected Serving CCNF performs the NSI selection as described in step 4 above.

7.
The Selected Serving CCNF binds the UE to the selected NSI(s) by creating the related context associating the Accepted MDD vectors to the NSI(s) for the UE and then sends back the Forwarded Attach Accept message with Temporary ID and the Accepted MDD for subsequent usage by the UE. If there are any DNNs that are specific to any MDD vectors, the mapping is passed to the UE also.
8.
If the steps 5 to 7 were executed, the Serving CCNF sends to the RAN the Attach Accept in a NAS message including the content as described in the message in step 7 above. Otherwise, the Default/Target CCNF, which is now the Serving CCNF, binds the UE to the selected NSI(s) by creating the related context associating the Accepted MDD vectors to the NSI(s) and then sends Attach Accept message with Temporary ID the Accepted MDD for subsequent usage by the UE and any DNN to MDD vector mappings. The Serving CCNF includes the Accepted MDD in the NG2 transport.

9.
The RAN forwards the Attach Accept received in step 7 or 8 to the UE

It is possible to include in the Attach Request an SM container so that the PDU sessions are established for all or a subset of the Active NSIs for the UE. Alternately a subsequent SM message exchange could be used to establish the PDU sessions for the NSIs that need these.

Editor's note:
How the NSI matching a certain MDD is obtained in steps 4 and 6 is to be decided together with SA5.
6.1.2.2.3.2
Subsequent NAS signalling - PDU Session Request

The following procedure describes how a PDU session can be established with an existing NSI identified by a certain accepted MDD vector.
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Figure 6.1.2.2.3.2-1: Subsequent PDU Session Request Slicing Procedures

1.
The UE initiates the PDU Session Request message to request for the service by including the Temporary ID, the MDD vector of the NSI that the PDU session applies to, the DNN of the PDN connection and the related parameters (e.g. QoS).  The UE includes the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Serving CCNF. If the DNN is omitted a default or a set of default DNN connections in the NSI are established. 

2.
The RAN routes and forwards the NAS message to the proper Serving CCNF based on the information in step 1.

3-4.Serving CCNF verifies with subscription data if the requested DNN is allowed for the NSI assigned to the requested MDD vector. If the DNN is allowed the serving CCNF forwards the PDU Session REQ to the target SM NF which is selected by NFI selector. 
Editor's note:
Further details on NFIs discovery and interconnection are discussed in the separate work task related to KI#7. 
5.
SM NF will then proceed with the PDU Session Establishment procedures accordingly and the operation details should refer to KI#4.  

6-8.Once the step 6. above is complete, the serving SM NF completes the PDU session establishment procedure by sending the PDU Session Response to the UE through RAN.

*** end of the 1st change ***

*** start of the 2nd change ***
6.1.10
Solution 1.10: Roaming architecture for Network Slicing based on solution#2

Figure 6.1.10.1.1-1 depicts the non-roaming architectural concept based on solution#2 for the Core Network Slicing. Figures 6.1.10.1.2-1, 6.1.10.1.3-1 and 6.1.10.1.4-1 depict the roaming architecture scenarios. Among all these architecture, the Core network slice is sharing some network functions with other slices for that serve the same UE, including the NG1 and NG2 terminations, at the CCNF.
6.1.10.1.1

Basic Non-roaming architecture 

The following non-roaming scenario is based on network slicing solution#2 as captured in clause 6.1.2. 

[image: image4.emf]Common CP NFx (CCNF)

Common CP NFx (CCNF)

Subscriber 

Repository

Subscriber 

Repository

Policy Control 

Function

Policy Control 

Function

Slice CP 

NF 1

Slice CP 

NF 1

Slice CP 

NF n

Slice CP 

NF n

Slice UP 

NF 1

Slice UP 

NF 1

Slice UP 

NF n

Slice UP 

NF n

NG4

NG1 + NG2

NG3

Slice Specific Core Network Functions 

Authentication &

Authorization

Authentication &

Authorization

NSI 

Selector

NSI 

Selector

NFI 

Selector

NFI 

Selector

NAS 

Routing

NAS 

Routing

MM

MM

NGr

NGs

NGp

NGc

NGcp

AF

AF

DN

DN

NG5

NG6


Figure 6.1.10.1.1-1: Core Part of Network Slicing concept (Non-roaming scenario)

Editor’s note :The support of NGcp between the CCNF and the Policy Control Function (PCF) is dependent on the outcome of  NextGen policy framework as documented as KI#10 in clause 6.8.10. 

6.1.10.1.2
Home-routed
roaming architecture 
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Figure 6.1.10.1.2-1: Core Part of Network Slicing concept (Home Routed roaming scenario) 

In all roaming scenarios, it is possible that, the control plane and the user plane of the Core part of the NSI may be split between the visited and the home PLMNs (e.g. SM etc.).  Such design consideration is very similar to today EPC roaming scenario.  
The assignment of network function at the HPLMN corresponding to the requested slice type from the VPLMN is the decision of the HPLMN. 
Based on the roaming agreement, during NSI selection, the serving CCNF uses the subscriber information it has obtained from the HPLMN Subscriber Repository, which includes the subscribed MDD, the subscribed DNNs, the default DNN and possibly other information (e.g. to support the selection of the network function entities corresponding to the subscribed MDD and subscribed DNN in HPLMN) to bind the subscribed MDD with a MDD value in the VPLMN.  

The serving CCNF replaces the serving PLMN MDD with the corresponding HPLMN subscribed MDD (which was bound to it in NSI selection phase) in signalling which  routes to Slice Specific Network functions in the VPLMN which may require to interact with Slice Specific Network Functions in the HPLMN. For discovery and selection of the HPLMN Slice Specific Network Functions to which this signalling is routed, the VPLMN Slice Specific Network Functions take into account the subscribed MDD vector and the requested DNN, where the selected HPLMN Slice Specific Network Functions should be in an NSI. If the VPLMN Slice Specific Network Functions have information of the corresponding NSI in HPLMN, it may use the NSI information instead to select the HPLMN Slice Specific Network Functions to route the signalling.
If there is no roaming agreement to support Network slicing between a HPLMN and a VPLMN, the VPLMN assigns the UE to an inbound roaming slice and the selection of the HPLMN functions is based on the DNN only.   

6.1.10.1.3
Local breakout roaming architecture supporting Home PLMN Application Function
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Figure 6.1.10.1.3-1: Core Part of Network Slicing concept (Local Breakout roaming scenario with Home Operator’s Application Function) 

In the above local breakout roaming scenario, the visited PLMN hosts the NSI to serve the UE’s home PLMN’s application function.  

6.1.10.1.4
Local breakout roaming architecture supporting Home PLMN Application Function
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Figure 6.1.10.1.4-1: Core Part of Network Slicing concept (Local Breakout roaming scenario with Visited Operator’s Application) 

6.1.10.x
Example procedures
6.1.10.x.y

Home-routed PDU session request in roaming scenarios 
The following procedure describes how a home-routed PDU session can be established between HPLMN and VPLMN with existing NSIs, which are selected by a certain accepted MDD vector and the corresponding subscribed MDD vector and a subscribed DNN.
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Figure 6.1.10.x.y-1: home-routed PDU session request slicing procedures
1.
The UE initiates the PDU Session Request message to request for the service by including the Temporary ID, the MDD vector of the NSI that the PDU session applies to, the DNN of the PDN connection and the related parameters (e.g. QoS). The UE includes the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Serving CCNF. If the DNN is omitted a default or a set of default DNN connections in the NSI are established. 

2.
The RAN routes and forwards the NAS message to the proper Serving CCNF based on the information in step 1.

3-4. Serving CCNF verifies with subscription data if the requested DNN is allowed for the NSI assigned to the requested MDD vector. If the DNN is allowed the serving CCNF forwards the PDU Session REQ to the target SM NF, which is selected by NFI selector.
Editor's note:
Further details on NFIs discovery and interconnection are discussed in the separate work task related to KI#7.
5.
SM NF select and setup user plane function, where the operation details should refer to KI#4.
6.
If the requested DNN is for HPLMN(i.e. home-routed traffic), the SM NF in VPLMN discovers and selects an SM NF in HPLMN to route the signaling, which is performed by means defined by KI#7 using the subscribed MDD vector corresponding to the requested MDD vector and the requested DNN. But, if the SM NF in VPLMN has information of the corresponding NSI in HPLMN, it may use the NSI information instead to select the HPLMN Slice Specific Network Functions to route the signalling.
If there is roaming agreement to support Network slicing between HPLMN and VPLMN, the SM NF in VPLMN may obtain information of the NSI selected in the HPLMN(e.g. from HPLMN’s NF repository function).
7-8. SM NF in VPLMN forwards the PDU Session REQ to the SM NF in HPLMN, which is selected in step 6, and proceeds with the PDU Session Establishment procedures accordingly (refer to KI#4). Either the subscribed MDD vector corresponding to the requested MDD vector and the requested DNN, or information of the NSI selected in the HPLMN in step 6 is included the message for the SM NF to assign an UP NF in HPLMN.
9-10. PDU session setup is complete in HPLMN and SM NF in HPLMN sends a response to SM NF in VPLMN. User plane is updated based on the received UP NF address in HPLMN.
11-13. the serving SM NF in VPLMN completes the PDU session establishment procedure by sending the PDU Session Response to the UE through RAN.
6.1.10.z
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

*** end of the 2nd change ***
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