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Introduction

When discussing different solutions for Session Continuity and Session Mobility solutions may be different depending on whether IPv4, IPv6, IPv4v6, Ethernet or Non-IP is the targeted PDU session type.

This proposal is addressing how to handle IPv4 and IPv4/IPv6 dual stack in NG core network.
Discussion

Dual Stack can by EPC be provided by a single PDN connection (with PDN type IPv4v6) or by two separate PDN connections (with PDN type IPv4 and PDN type IPv6). It is important to discuss how to handle IPv4 and IPv6 support, and if/how to support dual stack in NextGen.
It can be discussed if NextGen shall provide native IPv4 support to the UE, but even with such support it is clear that IPv6 has many more features than IPv4 and when the utilization of IPv6 increases the wish/need for these features increases. This drives that IPv4 and IPv6 in a 3GPP perspective may start to diverge over time and that there are benefits to keep IPv4 and IPv6 on separate PDU Sessions to avoid a common PDU Session with both IP versions. 
IPv6 features like Multi-homed PDU sessions and multi-homing over several PDU sessions have been discussed as solutions for enabling break-out to a local Data Network and the routing functionality this IPv6 multi-homing can provide is not entirely available in IPv4, at least not as dynamically handled as in IPv6. There are routing options available in DHCP that can be used together with IPv4 to provide some routing support, but that is not supporting change of routing rules after the session has been established, which is something that can be achieved with IPv6 multi-homing functionality. 
The default behaviour in EPC for UE supporting both IPv4 and IPv6 is to request a dual stack PDN Connection. With IPv4 declining and IPv6 rising, and with several transition technologies available to operators, this behaviour is likely not desired in NG core. Especially if e.g. the IPv4 resource is never to be used. Asking for dual stack connectivity on the same PDN connection in EPC has made signalling and fault handling more complex. It is therefore reasonable that devices request IPv4 and IPv6 resources separately.
Solution proposals for SSC modes are suggesting that applications in their socket setup should ask for connectivity with characteristics matching an SSC mode. This is implying that the needed resources, including PDU sessions, should only be brought up when an application need them. The discussion so far has not addressed whether the PDU session is IPv4, IPv6 or Dual Stack. However, as the application will ask for a connection for either IPv4 or IPv6 (or another PDU session type), it might be a waste to allocate IP resources that are never to be used, especially if these need to be handled when re-anchoring a session as well. Therefore SSC modes would benefit from having only one IP version per PDU session.
Having both IPv4 and IPv6 on the same PDU session is also putting requirements on supporting both these IP versions on the same user plane function. It might however be more efficient to have separate UP functions for IPv4 and for IPv6, e.g. due to overlapping private IPv4 addresses and NAT handling. Supporting two IP versions in the same UP function may also drive complexity for the total solution. Whether separate UP functions may be possible to use on the same DN is depending on whether APN/DDN-AMBR enforcement is supported in NextGen (which is under discussion). 
For scenarios with access to a local Data Network, especially in case of operator deployed local services, it is likely that only one IP version is needed (e.g. IPv6). Re-anchoring of sessions and Multi-homed solutions would benefit of not supporting both IP-versions in such scenarios.
This is quite a comprehensive list of examples that all indicates that IPv4 should be treated differently in NG networks. One important conclusion from this is that PDU sessions shall contain only have one IP version and that Dual Stack in NG shall be supported by using separate PDU sessions for IPv4 and IPv6. This would also simplify the overall NextGen system. 
One issue with not supporting IPv4v6 PDU Sessions in NextGen is interworking with EPC. For example, if a user establishes a IPv4v6 PDN Connection in EPC and then moves to eLTE/NR connected to NextGen core where this PDN Connection should be mapped to a PDU Session. This can however be solved by configuring EPC to only use single-stack PDN Connections. This solution is already available since Rel-8 since the problem also occurred when moving between 2G/3G with Gn/Gp and LTE with S11/S5. The solution is thus readily available in existing EPC. 

Proposal

It is proposed to update TR 23.799 as follows 

**** First Change ****
6.4.13.1
Architecture description
This clause describes a session management model focusing on the following two cases:

-
Multiple parallel PDU Sessions of IPv4, IPv6 or non-IP type;

-
Multi-homed PDU Session. 

Editor's note:
Support of multi-homed sessions for IPv4 are FFS

Editor's note:
roaming case is FFS
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Figure 6.4.13.1-1: Session management model with multiple parallel PDU Sessions

The proposed solution assumes the following session management model principles:

-
A PDU Session establishment and release is performed using NG1 signalling as in solution 4.2 and 4.3.

-
A PDU Session is identified with a Data Network Name (DNN).

Editor's note:
It is FFS whether the DNN is identical to the APN.

-
CP functions in the NextGen core configure the user plane path for the PDU Session.

-
The user plane path in the NextGen core consists of user plane gateways (UP-GWs). The number of UP-GWs for a PDU Session is not imposed by the specification.

-
For UE with multiple PDU sessions towards different DN there is no need for mandatory "convergence point" similar to the SGW. In other words, going out of the RAN the user plane paths of PDU Sessions belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen_Idle state is supported) there can be a distinct buffering node per PDU Session. 

NOTE1:
In case session bitrate limitation across all PDU sessions to the same data network is required (to be determined by the QoS key issue), then for UE with multiple PDU sessions towards the same DN there is the need of a Core Network User plane "convergence point" to support across session bitrate enforcement and charging. Across-session bitrate enforcement has to be run in a unique entity that handles all the DL traffic from the same DN. DL traffic Charging is to be performed  after potential packet discard by across-session bitrate enforcement. 

-
A user plane path is materialised as a tunnel. There is one tunnel per PDU Session on between two entities . The tunnel carries all traffic of a PDU Session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.

-
The network may decide to reconfigure the user plane path of a PDU Session outside of any UE mobility event.

-
Multiple PDU Sessions to the same Data Network are supported as described in Solution 4.3 (clause 6.4.3) or by using a multi-homed PDU Session described below.

-
A PDU session that supports IP is of either type IPv4 or type IPv6. Dual Stack PDU sessions are not to be supported (Dual Stack is supported via separate PDU sessions).
-
a PDU Session may be associated with one or multiple IPv6 prefixes or IPV4 addresses. The latter case is referred to as multi-homed PDU Session and is described in Figure 6.4.13.1-2 and Figure 6.4.4.1-3. In this case the PDU Session provides access to the Data Network via two separate IP anchors. The two user plane paths leading to the IP anchors branch out of a "common" UP-GW referred to as "branching point". The branching point is a logical functionality which may be co-located with other entities (e.g., a UP-GW for one of the IP anchors). The branching point functionality ensures that uplink packets take the appropriate path based on the UE's source address or other header fields The branching point is a Core functionality as it has to enforce APN AMBR and charging. It enforces split of UL traffic from the UE (forwarding the traffic towards the different IP anchors) and merge of DL traffic to the UE (merging the traffic from the different IP anchors towards the link towards the UE)
NOTE 2:
In case session bitrate limitation across all PDU sessions to the same data network is required (to be determined by the QoS key issue) then NOTE 1 applies also in this case.

-
The use of multiple IPv6 prefixes in a PDU session could be based on 

-
the "branching point" is configured as a mobility anchor that spreads the UL traffic between the IP anchors based on the Source Prefix of the PDU (selected by the UE based on policies received from the network).  This corresponds to Scenario 1 defined in IETF RFC 7157 "IPv6 Multihoming without Network Address Translation". This allows to make the "Common UP-GW" unaware of the routing tables in the Data Network and to keep the first hop router function in the IP anchors.
Editor's note:
In case of IPv4 multi-homed PDU session, it is FFS how the network can influence UE decisions on which source address to use 

-
The multi-homed PDU Session may be used to support make-before-break service continuity as described in Solution 6.1 (SSC mode 3 in clause 6.6.1) illustrated in Figure 6.4.13.1-2. The multi-homed PDU session may also be used to support cases where UE needs to access both a local service (e.g. Mobile Edge Computing server) and the Internet, illustrated in Figure 6.4.4.1-3. Access to local services may also be realized using the same address/prefix as for other services, as described in Solution 5.2 in more detail. In this case, the branching point may use filtering criteria other than the source IP address for uplink traffic.

-
A branching point for a given session may be inserted or removed by the control plane on demand. For example, when a session is first created initially with a single address/prefix, no branching point is needed. When a new address/prefix is added to the session, a branching point may be inserted. After the release of the additional addresses/prefixed, the branching point may be removed by the control plane when there is only a single address/prefix for the session.
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Figure 6.4.13.1-2: Multi-homed PDU Session: service continuity case
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Figure 6.4.13.1-3: Multi-homed PDU Session: access to local DN

**** Next Change ****
6.6.1.1.2
Assumptions

The solution assumes a PDU session to exist between a UE and a user-plane function (called terminating user-plane function (TUPF)). The TUPF terminates the 3GPP user plane and interfaces with the data network.

It is not precluded that the TUPF can also be co-located with the access network, e.g. to enable stationary UE scenarios.
Dual Stack PDU Sessions (PDU Session type IPv4v6) are not to be supported for this solution as IPv4 and IPv6 may be needed and controlled separately from applications. Most applications (except for web browsers) will likely request only one IP version.
Editor's note:
These assumptions and definition above need to be revisited once they key issue on session management has progressed and common terminology for the user-plane functions has been agreed.

**** Next Change ****
6.6.1.1.5
How the UE determines the required SSC mode

A UE can determine the SSC mode required for an application using one of the following methods:

1.
The app that starts a new flow (i.e. opens a new socket) indicates the type of session continuity required by this flow as shown in the Figure 6.6.1.1.5-1 below. This may be indicated by using the sockets API extensions specified in RFC 3493, RFC 3542 and in draft-ietf-dmm-ondemand-mobility. In other words, the app may use already specified software APIs to indicate what type of session continuity is required. For example, if the app requests a socket with a nomadic IP address, essentially, the app requests SSC mode 2. If the app requests a socket with a fixed IP address or a sustained IP address, essentially, the app requests SSC mode 1 or SSC mode 3 respectively. The definition of nomadic, sustained and fixed IP address can be found in draft-ietf-dmm-ondemand-mobility.
As the socket interface with IP is bound to one IP version at the time, PDU sessions is separate for IPv4 and IPv6, hence Dual Stack IPv4v6 PDU Sessions are not used when using SSC-modes.  
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Figure 6.6.1.1.5-1

2.
If the app that starts a flow does not indicate the type of required session continuity, the UE may determine the required session continuity by using provisioned policy, as shown in Figure. 6.6.1.1.5-2.
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Figure 6.6.1.1.5-2

The policy contains a list of prioritized rules and each rule indicates the required SSC mode for entire applications or specific flow types. For example, the policy in the UE may contain the following rules:


Rule 1, priority 1: App = com.example.skype, Required continuity type = SSC mode 3.


Rule 2, priority 2: App = com.example.web.server, Required continuity type = SSC mode 1.


Rule 3, priority 3: Protocol = TCP; DstPort = 80, Required continuity type = SSC mode 2.


Default rule: Default continuity type = SSC mode 2.

When the UE attempts to establish a PDU session before receiving a request from an application (e.g. during the initial attach), or the application does not request an SSC mode, or the UE does not have a policy for the specific application, then the UE cannot determine an SSC mode as defined above (in bullets 1, 2). In this case:

-
If the UE is provisioned with a default SSC mode (e.g. as part of the policy shown in Figure 6.6.1.1.5-2), then the UE requests the PDU session with the default SSC mode. The default SSC mode can be one of the three SSC modes discussed in the previous clause. For example, a fixed IoT sensor or even a smartphone may be provisioned with default SSC mode 2.

-
If the UE is not provisioned with a default SSC mode, then the UE requests the PDU session without providing an SSC mode. In this case, the network determines the SSC mode of the PDU session (e.g. based on subscription data and/or network policy) and provides the selected mode back to the UE.

**** Next Change ****
6.6.3.1
Architecture description 
When a UE already has an existing PDU session to a given Data Network, a second PDU session to the same Data Network may be established via a trigger from the network to the terminal. This may arise in the following cases.

-
When the network determines that a service that the UE uses or intends to use (based on e.g., subscription information, local configuration or explicit signalling) can be better served via another TUPF, such as a local TUPF. 

-
In case of mobility, when a new PDU session to a new TUPF should be established before the old PDU session to an old TUPF is released. This case is common with Solution 6.1 SSC mode 3 and the description in Section 6.6.1.2.3 (CN-provided trigger followed by UE-requested PDU Session (SSC mode 3)) applies to this solution as well. 

When a UE has multiple PDU sessions to the same Data Network with multiple addresses/prefixes, the network provides rules to the terminal to decide which address to apply in case of a given traffic flow. This is analogous to the multi-homing variant of Solution 5.2 with the difference that in this solution, the multiple addresses/prefixed are used over different PDU sessions. Hence, in this case the rules determine not only the IP address to be used, but also the PDU Session.

Specifically, for IPv6 the solution relies on RFC 4191 which includes mechanisms by which the network can configure rules into the UE to influence the selection of the address and thereby the selection of the PDU session. This is achieved via sending routing rules together with the IPv6 Router Advertisements. 

For IPv4 the same can be achieved by means of RFC 3442. As an alternative for IPv4 (e.g. if DHCP is not supported), routing information is passed as a control-plane message to the UE.
If both IPv4 and IPv6 will be supported, they shall preferably be solved separately as the solutions may have different characteristics. Dual Stack PDU sessions shall therefore not be used for this solution.
Editor's note:
It is FFS if IPv4 need to be supported in this solution.

Editor's note:
The DHCPv4 option does not allow for subsequent updates of the routing information. Whether this limitation is an issue is FFS.
Using this mechanism, the network can e.g., trigger the setup of an additional PDU session with an additional address/prefix using a local TUPF whenever the network determines that the user intends to use a service for which a local server is available. Using the routing rules configured into the terminal, the network can direct the appropriate flows via the local TUPF using the corresponding address. At mobility events, the network may determine whether or not to trigger the use of a new local TUPF at a new location, depending on how the specific application is supported locally and based on the specific network deployment. 

Editor's note:
It is FFS how service continuity is handled for applications in case they are moved to a different PDU Session because of the routing rule update. 

**** Next Change ****
8.4
Interim Agreements on Key Issue #4: Session management

Interim agreements for Key issue #4 Session Management are as follows:

1.
The NextGen system should support multiple PDU sessions via multiple accesses to the same data network or different data networks in the following case 

-
One access network is NG RAN and another access network is non-3GPP access

2.
The NextGen system should support PDU sessions whose traffic is simultaneously carried over multiple access where one access is a 3GPP access and the other is a non-3GPP access 
NOTE: The bullet 2 will be handled in Phase 2.
3.
The User Plane format in NextGen on NG3 shall at least support per PDU Session tunnelling, as described in clause 6.4.10.

Editor's note:
User Plane format within the CN is FFS. 

Editor's note:
The granularity of the tunnelling for non-3GPP accesses is FFS.
Editor's note:
Whether an additional tunnelling granularity variant will be supported for stationary UEs is FFS.
4. 
PDU sessions for PDU type IP shall contain only one IP version. Dual Stack shall be supported by using separate PDU sessions for IPv4 and IPv6. Dual stack PDU Sessions (PDU Session type IPv4v6) is not supported. 

Interim agreements for MM and SM interaction are as follows:

1. A single NG1 NAS connection is used for both MM and SM-related messages and procedures for a UE. The single NG1 termination point is located in MM.
Editor notes: This is applied for UE only registered via 3GPP access. The case of UE registered via non-3GPP is FFS.

2. The MM selects the SM functions for the PDU sessions. MM may select different SM functions for different PDU sessions.
3. MM forwards SM related NAS information to the SM function.

4. MM stores the identification of serving SM function(s) of UE and SM stores the identification of serving MM function of UE.
**** End of Changes ****
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