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Abstract of the contribution: Summary of email discussion on the topic “Work tasks for KI #19”
1 
Introduction

This email discussion aims at agreeing the work tasks for key issue 19. 

As discussed when the key issue got agreed at SA2#113AH, it is important to firstly identify and document the actual issues (with architectural impact) resulting from load rebalancing and load migration in the context of scaling and dynamic additional/removal of network function instances. Once issues have been identified, solutions can be proposed to address those issues.

In line with this, the list of work tasks will have to evolve during the course of the work on the key issue, i.e. work tasks will have to be added once additional issues are identified.

In line with this, an initial list of work tasks is proposed in section 3. In addition, it is proposed to create a new section in the TR to capture the descriptions of issues to be addressed. One example issue description is shown for illustrative purposes for one issue (“UE signaling overhead during load migration”), which was already listed in the key issue description. 

2
E-mail discussion time lines

Timeline of this email discussion:

-
Intermediate check:

August 17th, 2016 (Wednesday) 4 pm CET. 

-
Deadline:




August 19th, 2016 (Friday)  4pm CET
3
Work tasks (shown as changes to TR 23.799)

*** Start of changes ***

5.19
Key Issue 19: Architecture impacts when using virtual environments

5.19.1
Description

The NextGen system is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:

-
scaling of a network function instance, and

-
dynamic addition or removal of a network function instance.

Editor's note:
An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE:
Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:

-
UE signalling overhead.

5.19.X
Work Tasks

Table 5.19.X-1: Work tasks for Key Issue #19
	Work Task ID
	Work Task(s)
	Work Task Description

	AI_VE_#1
	Identify and document issues
	Identify and document potential issues (with architectural impact) resulting from load rebalancing and load migration in the context of scaling and dynamic additional/removal of network function instances. 
NOTE: The issues are supposed to be documented in section 5.19.Y.



	AI_VE_#2
	UE signaling overhead
	Describe solutions to reduce or avoid UE signaling overhead when rebalancing or migrating load across network function instances (see 5.19.Y.1).



	AI_VE_#3
	Scaling related assumptions
	Discuss and document assumptions on whether a virtualized network function (potentially running across multiple hardware processors within one, or across several data centers) maps into a pool of distinct logical 3GPP network functions (similar to an MME pool in EPC) or a single logical network function. 


NOTE: More work tasks may be added once additional issues have been identified as per AI_VE_#1.
5.19.Y
Issues to be addressed

5.19.Y.1
UE signalling overhead during load rebalancing and migration

*** End of changes ***
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