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NGRAN-NGCore Assumptions
Introduction
This documents collects the sourcing companies’ views to the list of questions on NGRAN/NGCore discussed on the RAN2 reflector[footnoteRef:1] during RAN2#93bis. It should be noted that the official status behind these questions is not clear (i.e. not RAN2 endorsed). [1:  The link points to the actual discussion on list.etsi.org ] 

NGS architecture
The following figure depicts at (very) high level the expected NextGen system architecture. N3GPP denotes WLAN. The key point to highlight from this architecture is the support of a single RAN/Core interface i.e. NG1 to accommodate more than one radio, as well as a single NG-NAS interface between the UE and NGCore.
[image: ]
Q&A
1) Backhaul connection options
a. What RAN/CN connection options between LTE, NR, EPC and newCN are expected to be supported? E.g. is CP and/or UP connection between NR and EPC foreseen?
The sourcing companies expect the following RAN/CN connection options in 3GPP specifications:
	RAT
	EPS Architecture (S1)
	NGS Architecture (NG1)

	LTE
	UP+CP	E-UTRAN (Today)
	UP+CP	NGRAN (“NG-E-EUTRAN”)

	NR
	UP only	NR capable E-UTRAN
	UP+CP	NGRAN

	NOTES:
· NG1 includes both NG1-U (user plane) and NG1-C (control plane)
· NGRAN is a RAN that supports E-UTRA and/or NR and that interfaces with NGCore
· NG-E-UTRAN is E-UTRAN upgraded to support NG1 interface i.e. NGCore capable E-UTRAN. This term may not be needed.
· CP for NGS implies support of NG NAS protocols



We also expect the following deployment scenarios be enabled by 3GPP specifications without consideration of priority for the time being:
	Deployment options
	EPS Architecture (S1)
	NGS Architecture (NG1)

	LTE only
	Already defined
	Single Connectivity
DuCo: LTE anchor (CP+UP) + LTE (UP)

	NR only
	Not supported
	Single Connectivity
DuCo: NR anchor (CP+UP) + NR (UP)

	Mixed LTE+NR
	DuCo: LTE anchor (CP+UP) + NR (UP)
	DuCo: NR anchor (CP+UP) + LTE (UP)
DuCo: LTE anchor (CP+UP) + NR (UP)

	NOTE: DuCo refers to RAN-internal dual connectivity, not visible to the CN



b. If NR-newCN and LTE-newCN connection options are expected to be supported, will these two interfaces be identical or are differences foreseen?
The sourcing companies expect a single interface towards the NGCore i.e. NG1 (NG1-C and NG1-U). 
Some differences may exist according to the capabilities of the radio access considered, however this should be primarily IEs/fields. We do not expect any RAT specific procedures on NG1, but it is too early to discard this would not happen (see e.g. S1 optimization when NB-IoT was introduced in Rel-13).  The sourcing companies anticipate a key difference with S1 will be the support of connection-less data transmission over NG1, which if defined should be applicable both to LTE and NR.
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2) New RAN-CN functional split of backhaul
a. Is a new RAN-CN functional split foreseen on the NR-newCN interface compared to S1? E.g. is it expected that inter-RAT mobility handling between NR and LTE would be moved down to RAN?
Interim agreements have been reached by SA2 in S2-162157rev4 which do not identify any fundamental differences vs. EPS at the moment. However this should be seen as work-in-progress. 
It is not completely clear what “handling” refers to in the above question. The sourcing companies do not expect inter-RAT mobility between LTE and NR would never involve the EPC and/or NGCore as Core Network resources will need to be established/torn down/updated and as tight interworking will be required. 
Should LTE and NR be served by the very same core network, AN level mobility without CN involvement should be enabled (“local switching” transparent to the UE) – as should be enabled mobility (and service continuity) across NAS CP anchors. 
b. Is it expected that the QoS model/handling on backhaul will change significantly compared to the QoS model on S1? E.g. is it expected to change from a bearer-based model to a per-flow model?. 
· NOTE: RAN2 assumes that even if the backhaul changes to a per-flow QoS model, it would still be a RAN2 decision whether to continue working with radio bearers or not.
The sourcing companies do not expect any significant changes compared to the QoS model on S1. However, it will be necessary to consider the incremental introduction of connection-less-ish data transfer in order to minimize signaling handshakes for non-GBR bearers.
c. If a significantly different functional split is expected, and assuming that there is the LTE-newCN connection option, what are the expected implications?
· UEs in LTE are handled with different NAS protocols depending on whether legacy S1 or the new LTE-newCN interface is used?
· UEs in LTE are to be handled with different RRC variants/procedures depending on whether legacy S1 or the new LTE-newCN interface is used?
The sourcing companies recommend minimizing changes for integrating LTE in NGS. Any change should be well justified. Changes for the sake of changes should be avoided. At this stage it is too early to identify the key differences if any between NG1 and S1 (except support for connection-less data transfer).

3) Inter-RAT mobility
a. Is there an interface between the EPC and the newCN?
Yes. Changes to EPC should be minimized when introducing NGCore; The sourcing companies expect S10 can be re-used.
b. If so, what is this interface used for e.g. will this interface support UE context retrieval (to avoid ATTACH when the UE goes from EPC coverage to newCN coverage)? Will this interface support inter-RAT handover between LTE and NR?
The S10 functionality enabling relocation (handover) will be reused which includes transfer of CN UE context from the source MME to the “target MME”.

4) Impact on slicing on RAN/CN
a. How visible will the network slicing concept be to RAN & UE?
It should be noted that the meaning of slicing is yet to be agreed in SA2 and different interpretations exist today. The composition of a slice is defined (see below, TR23.799 v0.4.0), but there is no agreement on how a slice is used or what purpose it serves.
Network Slice (NS): is composed of all the NFs that are required to provide the required Telecommunication Services and Network Capabilities, and the resources to run these NFs.
Network Function (NF): is a processing function in a network, which has defined functional behaviour and defined interfaces.
The sourcing companies considered a strict interpretation of network slicing as a pure network concept enabling a network operator to dynamically optimize the use of its resources (SW/HW/possibly radio) to provide services in the most efficient way possible at any time depending on misc. service demands, network load, etc. As such, this interpretation implies slicing should remain a concept invisible to the UE i.e. that slices would exist at all, how they would be created/modified/torn down should not yield any additional complexity to the UE – the procedural behavior of the UE would be the same with or without slices.  
While slicing ought to enable the above, that is, to provide services in the most efficient way possible at any time, other aspects are also important.
· Slices as a means to enable “virtual” networks running over a given infrastructure. One possible interpretation is where one slice operates as a self-contained “virtual” network (i.e. containing both UP and CP). With this interpretation, while the network itself should be visible to the UE (E.g. following today’s principles. Virtual does not matter), we do not see a need for the slice itself to be a notion the UE should be aware of.
· Slices as a means for QoS partitioning, where a slice is a QoS partition, with a default bearer. 
· The above may not be mutually exclusive
While, at the time of writing, agreement is lacking as to what a slice could or should be, the sourcing companeis’ view is at least that:
· Network slicing is *network* slicing, not system slicing. At this point, we do not see UE slicing is relevant to 3GPP discussions especially for it would inevitably deal with UE internal architecture that is implementation specific (with the exception of the current functional, logical model of a UE that includes ME (MT+TE) and USIM functions).
· Slices as independent network domains with own registration must be avoided (see e.g. CS and PS domains). Said otherwise, the UE shall be connected to a single NAS CP anchor (i.e. “MME” in EPS terminology) with a single MM instance at any one time irrespective of the number of slices the UE may be connected to by the network and irrespective whether or not slices are used at all.
· It shall be possible to operate a network as  a “single slice” (= no slice) 
b. Will slicing result in multiple CN-signaling connections in parallel between RAN and CN for one UE?
The sourcing companies’ view is: No (see answer to 4a). 
c. Is it expected that these different CN-signalling connections could e.g. go via different RAN nodes/different RATs and result in multiple RRC connections in parallel to the UE?
The sourcing companies’ view is: No (see answer to 4a). 

5) Security
a. Is it expected that the newCN will use a different security model?
b. Will the security model be different for different slices?
Sourcing companies’ view: 
· A single security model should be defined offering a single security mechanism for UP (encryption) irrespective of services provided and a single security mechanism for CP (incl. both encryption and integrity protection). 
· Security shall be defined independently of slices. 
· Security shall be available irrespective of application level security.
· Security shall not be defined as a subscription service. 
· Lawful intercept shall be possible. 

Conclusion
It is proposed to take the answers above into account within the ongoing work on NR/NextGen, and during the expected joint RAN2/SA2 discussions.
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