SA WG2 Temporary Document

Page 1

SA WG2 Meeting SA2#115
S2- 162671
23-27 May 2016, Nanjing, P.R. China
(was S2-161645, -0265)
Source:
Motorola Solutions
Title:
QoS framework for resource management for Mission Critical Group Communications
Document for:
Approval and inclusion in 23.799
Agenda Item:
FS_NexGen / 6.10.2
Work Item / Release:
FS_NexGen / Rel-14
Contact:
Val Oprescu (voprescu@motorolasolutions.com)

Abstract: Solution describes a key aspect for Public Safety QoS, namely effective resource reservation capabilities, in the context of mission critical multimedia Group Communications.  
------------------------------------------------------------------------------------------------------------------------------------------------
1. Introduction

Public Safety mission critical features have to be supported by the Next Generation system from the beginning rather than as an afterthought. SA1 has recognized this fact and currently user level requirements are being developed as part of its emerging Next Generation/5G work (e.g., TR 22.862).
In the case of Group Communications, a request for resources may involve thousands of users, possibly in different cells or even different systems. Yet the request for resource allocations may need to complete conclusively (yes/no) for all users (or a specified set of users) within an allotted and relatively short amount of time, while potentially running in parallel and in competition for resources with other requests. Moreover, if not entirely successful, the request cannot result in any resources being held temporarily, as those resources may need to be available to other requests. Ability to queue for resources while avoiding (or expeditiously resolving) potential deadlock situations is also necessary. 

Such resource management capabilities are not specified in the current 3GPP standards, which should make this functional aspect a legitimate and desirable target for Next Generation architecture support of existing and emerging mission-critical capabilities. 

In addition, the following existing stage 1 requirements taken from TS 22.179, among others, will need to be satisfied in real-life situations and environments: 
[TS 22.179 Annex C] The MCPTT Service might support a minimum of 2000 MCPTT Users within an MCPTT Group or a combination of different MCPTT Groups, in every cell of the MCPTT system.
[TS 22.179 Annex C] The MCPTT Service might support an MCPTT Group Call where all the Participants are located in one cell of the MCPTT system.
[TS 22.179 Annex C] The MCPTT Service might support a range of 36 to 150 simultaneous MCPTT Group Calls in every cell of the MCPTT system per regional regulatory requirement.
[TS 22.179 R-6.15.3.2-012] The MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 95% of all MCPTT Request. 

[TS 22.179 R-6.15.3.2-013] For MCPTT Emergency Group Calls and Imminent Peril Calls the MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 99% of all MCPTT Requests. 
[TS 22.179 R-6.4.7-001] The MCPTT Service shall provide a mechanism to establish, dynamically and in real-time, the relative priorities of different MCPTT Group Calls with respect to transport.
[TS 22.179 R-6.4.7-003] The MCPTT Service shall provide a mechanism to establish, dynamically and in real-time, the relative priorities of MCPTT Groups Calls and other traffic with respect to transport.
2. Proposal
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6.2.X
Solution 2.X: QoS framework for resource management for Mission Critical Group Communications
6.2.X.1
Architecture Description
This solution addresses aspects of key issue 2 on a QoS framework with a partial solution for mission critical  Group communication. It is intended to become part of the general NextGen solution for QoS handling.
Figure 6.2.X.1-1 shows a general view of the architecture:








Figure 6.2.X.1-1: Flow based QoS architecture
The following generic entities are defined:
· Application Function (AF) is located in the application domain. It communicates with the NextGen network directly via the NG-Gi interface (both CP and UP).

· Application Resources & QoS Manager (A-RQM)is located in the application domain and can handle all the AF, arbitrating their relative priority needs. It communicates with the NextGen system via NG-Rx interface which handles allocation requests

· NextGen Resources & QoS Manager (NG-RQM) is located in the NextGen system and can arbitrate between multiple ARQM, granting/revoking access to resources based on their availability (as reported by the NextGen CN/AN) and the operator’s policy.
· NextGen Policy Manager stores and handles operator’s policies with respect to access, QoS and possibly, charging.
· NextGen CN/AN is the actual traffic delivery network 
6.2.X.2
Functional Description
Resources used in Group Communications for mission-critical services may include network and radio bearers and possibly circuits, channels, links, etc. necessary for the setup and delivery of group calls. The resources may be geographically distributed and potentially under the responsibility of different operators. The period of time needed to obtain the resources has to be bound and guaranteed, regardless of how many resources are being requested and where they are located.  Multiple groups may be competing for the same resources at the same time, including at call setup and during the call, through dynamic call modification (e.g., emergency call, voice/video/data service modification) and in accordance with statically and dynamically configurable QoS/pre-emption/priority settings. The allocation requests for multiple resources to be used simultaneously need to fully succeed or fully fail, in which case no partial holding over of resources is acceptable.  The ability for blocking/un-blocking (queuing) of resources is necessary, while enabling ways to recognize/resolve and/or prevent deadlock. 

The resource management capabilities to be considered in the specification of architecture support for the Next Generation system include:

- Uniquely identify and bundle resources;

- Check the status of, reserve and release resources;

- Enqueue and dequeue requests for resources, respectful of priority order;

- Wait for resources to become available;

- Abort queued requests for resources (i.e. before they become available);

- Register and deregister interest of being notified when specific resources become available / busy;

- Transmit and receive notifications when specific resources become available / busy;

- Recognize, resolve and/or prevent deadlock when multiple resources are competed for by multiple parties.









Figure 6.2.X.2-1: Example of resource bundling
In Figure 6.2.X.2-1, resources 1 and 2 of UE_A and resource_2 of UE_C are bundled together in bundle_x, resource_1 of UE_A, resource_2 of UE_B and resource_2 of UE_C are bundled in bundle_y and resource_1 and resource_2 of UE_B are bundled together with resource_2 of UE_C as part of bundle_z. 






                                 Figure 6.2.X.2-2: Example of successful multiple resource allocation
In Figure 6.2.X.2-2, all the resources associated with bundle_y are allocated with QoS_grnt, which could be different than QoS_req ( if not satisfied, the A-RQM can release the entire bundle via a single message; not shown here).






           Figure 6.2.X.2-3: Example of unsuccessful multiple resource allocation attempt
In Figure 6.2.X.2-3, none of the resources associated with bundle_y are allocated via this request, The returned exception code provides the reason (e.g. at least one requested resource is busy/ not available).
6.2.X.3
Solution evaluation

Editor's note:  This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
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