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Abstract of the contribution: In this contribution, it is proposed a new solution to address the network function communication key issue.
Discussion
In NextGen core, the Network Function can run in virtual environment and be instantiated more dynamically. There are two consequences by this new concept:

1) Network Functions may not be able to communicate directly. One scenario is because the number of the Network Function can be high and it is not possible to assign a global routable IP address for each Network Function. So the Network Function may be assigned by a local IP address which is not routable by Network Functions outside of the same IP routing domain. The other case is for interworking with Legacy Node. The Network Function may use different protocol with the Legacy Node and a protocol conversion function may be needed for interconnection.

2) The Network Function can be instantiated or tear down more frequently and dynamically. It is not efficient to update the DNS server every time when a Network Function is instantiated or tear down.

In order to address the two consequences above, an Interconnection Function and a Network Function Repository Function are used for direct/indirect interconnection between the Network Functions.
Proposal

It is proposed to approve the following changes in TR23.799.

/******************* Start of Change *************/
6.7.X
Solution #: Interconnection Function Solution
6.7.X.1
Architecture description
Editor's Note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

This section addresses the WT#1 of key issue 7 on Network Function interconnection. In the following description, the Network Function refers to Network Function Instance.

In NextGen core, the Network Function can run in virtual environment and be instantiated more dynamically. There are two consequences by this new concept:

1) Network Functions may not be able to communicate directly. One scenario is because the number of the Network Function can be high and it is not possible to assign a global routable IP address for each Network Function. So the Network Function may be assigned by a local IP address which is not routable by Network Functions outside of the same IP routing domain. The other case is for interworking with Legacy Node. The Network Function may use different protocol with the Legacy Node and a protocol conversion function may be needed for interconnection.

2) The Network Function can be instantiated or tear down more frequently and dynamically. It is not efficient to update the DNS server every time when a Network Function is instantiated or tear down.

In order to address the two consequences above, an Interconnection Function and a Network Function Repository Function are used for direct/indirect interconnection between the Network Functions. The following figure shows the high level architecture to address the interconnection between Network Function A and Network Function B.
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Figure 6.7.x.1-1 High level architecture

The followings are the high level of principle of the Interconnection Function and Network Function Repository Function.
1) Interconnection Function: The Interconnection Function is used for indirect interconnection between Network Function A and Network Function B. Each Interconnection Function has a global routable IP address and can be queried from DNS Server. The Interconnection Function is not being dynamic instantiated so there is no need to update the DNS server dynamically. Same NGx interface is used for direct communication between Network Functions and between Network Function to associated Interconnection Function. If the target is the Legacy Node, the Interconnection Function may perform protocol conversion. The Interconnection Function can be shared by multiple Network Functions.
2) Network Function Repository Function: The Network Function Repository stores the local Network Function information, including the IP address of the Network Function, Network Function type. When Network Function is instantiated, it sends registration to NF Repository Function. When the Network Function is tear down, it sends deregistration to NF Repository Function. When Network Function needs to communicate with the other Network Function, it asks the IP address of the target Network Function from the NF Repository Function. When the target Network Function is not discovered in the NF Repository Function, the NF Repository Function returns an IP address of the associated Interconnection Function.
NOTE: The NGi interface is subject to be standardized. The NGx can reuse the NGi, or use some vendor private mechanism for direct interconnection between NFs.

6.7.x.2
Function description
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.
This section addresses the WT#2 of key issue 7 on Network Function interconnection. 

The following is the message flow example to establish connectivity between two Network Functions.
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Figure 6.7.x.2-1 Message flow to establish session between two Network Functions
Step 1, The Network Function A decides to establish a new session with Network Function B. It sends Function Discovery Request message to Network Function Repository Function, including the Requested Network Function Type.

Step 2, The Network Function Repository Function determines if a local Network Function B should be selected or not. If local Network function B is selected it sends Function Discovery Response message including a routable IP address of Network Function B. If the Network Function Repository Function decides not to select a local Network Function B it sends Function Discovery Response message including a routable IP address of Interconnection Function A.

Step 3, If the Network Function Repository Function response with a routable IP address of the Network Function B, it sends Session Establishment Request message to Network Function B directly, including necessary information for session establishment.

Step 4, The Network Function B establishes the session context per request and sends Session Establishment Response to Network Function A directly.

Step 5. If the Network Function Repository Function response with a routable IP address of the Interconnection Function A, the Network Function A sends Session Establishment Request message to Interconnection Function A, including necessary information for session establishment.
NOTE: The message in step 5 is the same as step 3.
Step 6, The InterconnectionFunction A decides the InterconnectionFunction B address by using DNS mechanism. For example when the MME sends Create Session Request to SGW, the MME decides the SGW address via DNS query by use of APN and TAI. The InterconnectionFunction A sends Session Establishment Request message to InterconnectionFunction B, including necessary information for session establishment.

Step 7, The InterconnectionFunction B performs Network Function discovery procedure as described in step 1 and 2 and a routable IP address of local Network Function B is responded.

Step 8, The InterconnectionFunction B sends Session Establishment Request message to Network Function B, including necessary information for session establishment.

Step 9, The Network Function B establishes the session context per request and sends Session Establishment Response to Interconnection Function B.

Step 10, The Interconnection Function B sends Session Establishment Response to Interconnection Function A.

Step 11, The Interconnection Function A sends Session Establishment Response to Network Function A.

6.7.x.3
Solution evaluation
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
/******************* End of Change *************/
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