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1
Discussion

After the email approval of CRs that proposed varying reference point labels for Next Gen architecture, it was suggested that we should have a single P-CR to align the reference point labels for the Next Gen architecture throughout the TR 3.799. This P-CR proposes to do just that.

2
Proposal

It is proposed to agree the modified text (below) for inclusion in TR 23.799.

####################### START TEXT FOR TR 23.799 ##########################

4.2.1
Initial High level architectural view

This clause shows the high level architecture that can be used as a reference model for this study. Figure 4.2.1-1 shows the NextGen UE, NextGen RAN, NextGen Core and their reference points.
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Figure 4.2.1-1: Initial High level architecture view for NextGen RAN

Editor's note:
If, and possibly how, the NextGen UE interfaces with the NextGen Core is FFS.

Editor's note:
High level architecture view for non-3GPP access is FFS.

4.2.2
Reference points

NG1-C:
Reference point for the control plane between NextGen RAN and NextGen Core.

NG1-U:
Reference point for the user plane between NextGen RAN and NextGen Core.

NG-NAS:
Reference point for the control plane between NextGen UE and NextGen Core.

NG-Gi:
It is the reference point between the NextGen Core and the data network. Data network may be an operator external public or private data network or an intra-operator data network, e.g. for provision of IMS services. This reference point corresponds to SGi for 3GPP accesses.

*******************Next Change *******************

6.1.4
Solution 1.4: Network Slicing Architecture for Network Slice Instance Selection

6.1.4.1
Architecture description

The purpose of this solution is to describe the high-level architecture and procedures for the network slice instance selection when the UE attaches to the NextGen system.

It introduces a common control plane network function in the NextGen Core, Access Control Agent (ACA), to support the network slice instance selection. The architecture concepts and procedures are described in the following clauses.

6.1.4.1.1
Architecture Design Assumptions

The solution proposed here assumes the following working assumptions:

1)
The NextGen system architecture to support all UE's services over a single network should be the same as the NextGen system architecture to support all UE's services over a single network slice. This assumption is consistent with the NOTE 5 for the definition of Network Slice as captured in clause 3.1 of TR 23.799. 

2)
This proposal uses the same assumption as described by NOTE 4 for the definition of Network Slice in clause 3.1 of TR 23.799, and makes no differentiation between the Network Slice Instance from Network Slice.

3)
The proposal assumes independent selection of the network slice instance in the NextGen Access and in the NextGen Core, however, there will be a binding mechanism to associate them to support the target network service(s).

4)
This proposal assumes that, the policy control for the network slice instance selection is part of the NextGen Core, hence, the network function for the network slice instance selection is resided within the NextGen Core.

5)
It is the network operator's decision to determine if network slicing support in the NextGen system.

6.1.4.1.2
Network Slicing Architecture Overview

The following figure presents the high-level architecture of the Network Slicing by the NextGen Core.
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Figure 6.1.4.1.2-1: High-level Architecture Overview of NextGen Core Network Slicing support

NOTE:
The HSS as shown above is located at the HPLMN of the UE.

Further details on the key new functional component (i.e. Access Control Agent) resided in the NextGen Core to support network slice instance selection are described in the following clauses.

6.1.4.1.3
Access Control Agent

The Access Control Agent (ACA) is a common control plane network function which has the following key functions:

-
operates as authenticator to support the MNO authentication and authorization of the UE to access the NextGen core.

-
selects the NextGen Core network slice instance to serve the UE's service request.

-
forwards the NGNAS signalling to the UE's serving network slice's control plane network functions once the network slice session is setup.

-
support the NextGen Core's network slice instance binding with the NextGen Access.

-
supports roaming (i.e. coordinated with the network slice instance selected from the visiting or from the home NextGen Core).

Editor's note:
It is FFS if ACA isolation support is required.

Editor's note:
It is FFS for the further details of the roaming support.

There is a pool of ACAs which serves the NextGen Core.

Editor's note:
It is FFS on how the NextGen Access selects the ACA from the ACA pools.

6.1.4.1.4
Non Access Stratum Procedures

During the UE initial attach, the ACA initiates the similar procedures as the NAS common procedures which are used to identify, authenticate and authorize the UE. Once the UE has been successfully authenticated via the support of ACA, the ACA updates the HSS with the information of the UE and it also requests the subscriber profile of the UE to be kept in its cache. A unique short temporary identity similar to the SAE Temporary Mobile Subscriber Identity (S-TMSI) referred as A-TMSI is assigned to the UE to identify the UE's context in ACA's cache corresponding to the UE's subscriber profile.

Editor's note:
Details on how the UE's context is maintained over UE's idle and active states are FFS.

The UE subscription information fetched from the HSS may include the pre-provisioned UE's eligible NG Service Type(s) (e.g. V2X, eMBB etc.) that indicate the type of network services that have been subscribed by the UE, terminal capabilities, etc.

Editor's note:
Details of the UE subscription information when comparing to TS 23.008 will be provided in the future proposal.

Once the UE is successfully authenticated and the NAS security association is established with the NextGen Core, the UE may initiate NG Service Session Request which includes the NG Service Type information and Request Resource Allocation information. ACA refers to the required UE's network slice instance selection information (e.g. UE's capability, UE's location, the policy of UE's home PLMN and the NG Service Type information etc.), to select the appropriate Network Slice instance to trigger the NG Service Initiation Request which will then initiate the NG Service Session Establishment for the UE for the target network service. The ACA may need to consult with HSS to verify the eligibility of the NG Service Type that is provided by the UE.

Note that, the NG Service Session Establishment procedures include network slice instance access authentication, session and mobility anchor establishment, QoS management and NG Service Session Binding with the NextGen access etc.

Editor's note:
Details on the network slice instance selection information are FFS.

Editor's note:
It is FFS for the further details of the UE's session and mobility management procedures.

6.1.4.2
Function description 

6.1.4.2.1
UE Initial Attach Procedures and Network Slice Instance Selection

The following procedures describe the UE initial attach procedure for the NextGen network with NG Session Request that selects the appropriate network slice instance to serve the UE.
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Figure 6.1.4.2.1-1: NextGen UE initial attach with NG Service Session Establishment procedures

1. 
UE establishes connectivity to the NextGen Access at the RRC layer.

2. 
UE initiates NGNAS Attach Request to establish connectivity with the NextGen Core over the RRC connectivity. As part of this, the NextGen Access selects the appropriate ACA for the NGNAS Attach Request. It is the NextGen Access to select the target ACA to serve the UE.

Editor's note:
Details on how the NextGen Access selects the ACA (e.g. via pre-provisioning etc.) are FFS.

3. 
If the ACA is not able to identify the UE with the identity given in the NGNAS Attach Request message, it initiates the Identity Request to the UE. The UE responds back with its identity in the Identity Response message to the ACA. After the successful authentication, the network initiates the Security mode command to encrypt the NGNAS message between the UE and the ACA to protect the privacy of the subscriber. NGNAS messages are integrity protected from now onwards.

4. 
After the successful authentication, ACA updates the HSS with the context of the UE using the Update Location Request message and it may also include the request for the subscriber profile for this UE from the HSS. HSS updates its database with the current context of the UE and responds to ACA of the UE's subscriber profile, if requested, in the Update Location Acknowledge message.

5. 
ACA responds to UE with successful NGNAS Attach Response.

6. 
UE initiates NG Service Session Request to its Serving ACA which includes its target NG Service type and the Resource Allocation request information.

7. 
ACA refers to the required network slice instance selection information (e.g. UE's capability, UE's location, UE's HPLMN policy and the NG Service Type information etc.) to select the appropriate network slice instance to trigger the NS Service Initiation Request for the UE.

8. 
The UE performs the NG Service Session Establishment procedures with the network functions within the network slice instance, NextGen Access and the UE.

Note that, the NG Service Session Establishment procedure includes network slice instance access authentication, Session and Mobility Anchor establishment, QoS management, Session Binding with the UE and the NextGen Core, etc.

Editor's note:
Details for how to coordinate the selected NextGen Core network slice instance with NextGen Access upon the successful NS Session Establishment is FFS.

6.1.4.2.2
UE Service Request Procedures

Editor's note:
FFS.

*******************Next Change *******************

6.2.2
Solution 2.2: Flow based QoS framework

This is a solution to Key issue 2: QoS framework.

6.2.2.1
Architecture description

The Figure 6.2.2.1-1 represents a flow based QoS architecture that is used to describe the proposed QoS framework.
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Figure 6.2.2.1-1: Flow based QoS architecture

NOTE:
This solution does not assume a specific number of CP and UP functions, for illustrative purposes the CP and UP functions have been grouped.

The QoS policy is stored and set-up at the CP functions in order to be:

-
Enforced at UP functions.

-
Transferred to AN and UE for QoS enforcement.

The following list of parameters is needed at this stage for QoS framework definition:

-
Flow Priority Indicator (FPI): define priority per flow treatment at UP and AN functions. It corresponds to scheduling priority as well as priority handling in case of congestion. The FPI also indicates whether the flow requires guaranteed flow bitrate and/or maximum flow bitrate.

Editor's note:
How to support FPI marking for non-deducible flow in uplink direction is FFS.

-
Flow Descriptor: packet filters associated with that specific flow treatment. In uplink identification shall be done in the UE and AN but limited to layers 3 and 4.

Editor's note:
Uplink identification of non IP flow is FFS.

-
Maximum Flow Bitrate (MFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates maximum bitrate authorized for the data flow.

NOTE:
The MFB of a guaranteed flow shall be set larger than or equal to the GFB.

Editor's note:
How to support maximum bitrate for application traffic (i.e. detected by application detection functionality) is FFS.

-
Guaranteed Flow Bitrate (GFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates guaranteed bitrate authorized for the data flow.

-
Flow Priority Level (FPL): defines the flow relative importance to access to AN resource. In addition, the FPL indicates whether the access to AN non-prioritized resource should be pre-emptable and resources allocated should be protected from pre-emption.

-
Session Bitrate: UL and DL bitrate value applicable for the established user session. It indicates maximum bitrate authorized for user session.

Editor's note:
It is FFS whether UE bitrate value should be defined.

QoS parameters are applicable at least in the following functions as summarized in the table below:

	QoS parameters
	UP functions
	AN
	UE

	Flow Priority Indicator (FPI)
	*
	*
	*

	Flow Priority Level (FPL)
	
	*
	

	Flow Descriptor
	DL
	*
	*
	

	
	UL
	
	*
	*

	Maximum Flow Bitrate (MFB)
	DL
	*
	
	

	
	UL
	
	*
	

	Guarantee Flow Bitrate (GFB)
	DL
	
	*
	

	
	UL
	
	*
	*(1)

	Session Bitrate 
	DL
	*
	
	

	
	UL
	
	*
	


Editor's note:
It is FFS whether GFB is applicable in UP functions.

NOTE:
Support of GFB in the UE depends on the QoS design of the radio interface.

The following reference points are assumed for the purpose of describing the QoS framework:

NG-NAS:
Reference point between the UE and the CP functions. 

NG1-C:
Reference point between the AN and CP functions. 

NG3:
Reference point between the CP functions and an Application Function (AF).

NG4: 
Reference point between the CP functions and UP functions.

NG1-U:
Reference point between the AN and UP functions

NG6:
Reference point between the UE and the AN.

6.2.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
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1.
A user session is established between the UE and a data network. The user session carries all traffic related to user session regardless of the QoS characteristics of individual traffic flows. QoS differentiation between several flows multiplexed on the same session can be provided by means of a QoS marking applied to each packet.

2.
The Application Function (AF) is an element offering packet flow that requires a specific QoS treatment. The AF sends AF QoS request [NG3] (packet filters, flow bitrate) to CP functions.

Editor's note:
It is FFS how QoS enforcement can be triggered based on application detection.

3.
The CP functions sets-up QoS policy based on operator requirements. The QoS policy is the list of parameters applicable to control QoS in relevant NextGen entities (CN, AN, UE).


The CP functions sends a [NG4] CN QoS Policy Setup (DL Flow Descriptor, Flow Priority Indicator, DL Max Flow Bitrate, DL Session Bitrate). The DL Flow Descriptor is used by the UP functions to identify user plane packets on which to perform packet classification and marking with the Flow Priority Indicator received within QoS policy. In addition, the UP functions use DL Max Flow Bitrate and DL Session Bitrate to apply maximum bitrate control for downlink packets at the flow and session level.


The Flow Priority Indicator refers to parameters which are preconfigured at AN node and which describe the packet treatment.

Editor's note:
Roaming scenario is FFS.

4.
The CP functions sends [NG2] AN QoS Setup (UL Flow Descriptor, Flow Priority Indicator, FPL, UL Max Flow Bitrate, UL and DL GFB, UL Session Bitrate) message.


The UL Flow Descriptor is used by the AN to identify user plane packets on which to perform packet classification and marking in the uplink with the Flow Priority Indicator received within the QoS policy. The AN uses UL Max Flow Bitrate and UL Session Bitrate to enforce maximum bitrate control at session and flow levels for uplink user plane data packets based on received values.

5.
The CP functions send [NG1] QoS Control Policy (UL Flow Descriptor, Flow Priority Indicator, UL GFB) message to the UE.

NOTE:
It is up to RAN groups to define QoS framework in radio access.

Several options are possible for QoS framework at radio level. Following are some examples:

6a.
The AN and UE manage QoS information on per flow basis as performed in the core network.

6b.
The radio bearers concept is kept, the AN performs mapping between flow marking performed in CN and radio bearers concept in the radio.

7.
The AN acknowledges QoS enforcement operation to CP functions by sending a [NG2] AN QoS Setup Ack.

8.
The UP functions acknowledge QoS enforcement operation to CP functions by sending a [NG4] CN QoS Setup Ack.

6.2.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

*******************Next Change *******************

6.2.3
Solution 2.3: Content requirement Aware QoS Framework

This is a solution to Key issue 2: QoS framework.

6.2.3.1
Architecture description

The Figure 6.2.3.1-1 represents a QoS architecture that is used to describe the proposed QoS framework.
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Figure 6.2.3.1-1: Context Aware QoS architecture

Editor's note:
Applicability of this solution for non-3GPP access networks is FFS.

Editor's note:
This solution has dependency on RAN WGs. Decision to support CAF-RAN within RAN belongs to RAN WGs.

Content requirement: Awareness function in the Core (CAF-Core):

It supports a mechanism to identify the application sessions. (e.g. a video download, a web page download, listening to music, posting to social media network, etc.) and to enforce QoS policies related with the detected applications. It receives QoS policies from the Core CP. Application detection is achieved by means of non standardized algorithms (e.g.- usage pattern, heuristics, SNI detection for encrypted traffic as described as part of FS-SDCI Key Issue 3). CAF performs QoS enforcement in the CN based on QoS policies received from the Core CP.

The Content requirement Awareness Function (CAF-Core) is able to process QoS policies and is able to derive dynamic QoS targets and local enforcement actions in the CN. As long as it is within the limits of the QoS policies provided by the NextGen core CP function, it is able to update them in real-time based on the current content requirement of the user plane traffic mix, simultaneous competing flows and network status and resource availability. Thus CAF-Core is bound to enforce QoS policies within the provided policy limits and there should be no deviation outside the range.

Content requirement Awareness function in the RAN (CAF-RAN):

It supports a mechanism to identify the application sessions. (e.g. a video download, a web page download, listening to music, posting to social media network, etc.) and to enforce QoS policies. It receives QoS policies from the Core CP. Content requirement awareness function-RAN will use the application detection information provided by the core and it can infer additional specific requirements for the certain application session, shape the traffic for the given session at the same time. CAF-RAN performs QoS enforcement based on QoS policies received from the Core CP. This includes traffic shaping for DL and UL traffic. DL traffic shaping helps to control the flow of UL traffic.

The Content requirement Awareness Function (CAF-RAN) is able to process QoS policies and is able to derive dynamic QoS targets and local enforcement actions in the RAN. As long as it is within the limits of the QoS policies provided by the NextGen core, it is able to update them in real-time based on the current content requirement of the user plane traffic mix, simultaneous competing flows and network status and resource availability. Thus CAF-RAN is bound to enforce QoS policies within the provided policy limits and there should be no deviation outside the range. This should ensure that the RAN is bound by the charging performed in the core thus there should be no impact to charging performed in the UP function within the core. Amount of specific traffic charged by the Core (in terms of bits) could be provided to RAN in terms of packet marking along with application marking so CAF-RAN can enforce and preserve charged capacity.

Editor's note:
Application detection typically requires to establish and maintain local state, which may have to be transferred between CAF-RANs to ensure successful application detection despite UE mobility. Whether and how state transfer from one CAF-RAN to another can be supported is FFS.
Co-ordination between CAF-Core and CAF-RAN:

Content requirement awareness function-Core can perform the application detection and provide that information in the form of packet marking based on the policies received from the CN CP. The traffic shaping and policy enforcement in the CAF-RAN is bound by the packet marking indicated by Content requirement Awareness function -Core and policies received from the CN CP that may refer to this marking. This should help ensure that the Content requirement Awareness Function - Core and Content requirement awareness function - RAN are working in coordinated manner, also ensure that the charging is performed for the application as indicated by the Content requirement Awareness Function - Core.

Editor's note:
The functional split between CAF-Core and CAF-RAN is FFS.

Editor's note:
It is FFS how the Content requirement awareness function-RAN uses the application detection information provided by the core and to infer specific requirements for certain application session without requiring further application detection and considering multi-vendor deployments (e.g. different vendors for CAF-Core and CAF-RAN; multiple RAN vendors, home routed scenario, etc).

Editor's note:
What the role of the packet marking in the Core Network and the application detection in RAN is and whether they are both apply for the same UE traffic requires further clarification.

Editor's note:
How the intent based policies (e.g. High Definition experience for RT multimedia) are monitored and checked that are fulfilled is FFS.

Editor's note:
The "application detection information" provided by the CAF-Core to the CAF-RAN in the packet marking is FFS. Relation to UPCON FPI solution as in TR 23.705 is FFS.

CN CP function:

QoS policies are stored at the CN CP functions. At session establishment, subscriber and application specific policies are transferred to the Content requirement Awareness Function residing in the RAN and in the CN UP functions.

CN UP function:

The UP function in the core is responsible of traffic charging support (CDR, granted quota for on-line) based on the policies taking into account the outcome of Content requirement Awareness function. It also marks the traffic sent downlink to the RAN.

Policy provisioning and enforcement:

Operator provisions subscriber and application specific QoS policies in the NextGen Core CP function The CP function in the Core provides the policies to the RAN and CN UP function. The enforcement actions are derived by the enforcement points according to the current content requirement of the user plane traffic mix, simultaneous competing flows, and network status and resource availability.

Charging:

Traffic charging support (CDR, granted quota for on-line) based on the policies taking into account the outcome of Content requirement Awareness function is performed in the CN UP function.

Editor's note:
It is FFS how it can be ensured that the charging of packets is in line with the QoS provided for a given packet if different CAFs are responsible for application detection for QoS enforcement in the RAN and application detection for charging in the core.

Multiple levels of policies:

The following figures show the different set of QoS policies that may be provided to the UP functions and RAN:

-
Intent level QoS policies which map a set of flow that may be identified by a (packet marking, SDF descriptor) into abstract QoS target e.g. Voice type QoS, Smoothed Bit rate QoS (limit the bandwidth variation for the traffic), bulk traffic (traffic may be discarded when the radio conditions are bad or the cell too loaded), etc.

-
Transport QoS level policies which map a set of flow that may be identified by a (packet marking, SDF descriptor) into Explicit QoS targets (priority, delay, jitter, etc.).

Editor's note:
How an "intent based policy" is translated to a set of QoS targets that is consistent in CN and RAN is FFS. It is FFS how to formalize intent-level policy descriptions.

Editor's note:
It is FFS whether packet marking or SDF descriptor or both are used in the RAN to enforce the QoS policies.

CP functions in the CAF-RAN and CAF-Core are responsible to locally map Intent level QoS policies into Transport QoS level policies based on local CAF policies and on local (radio) conditions (current context of the user plane traffic mix, simultaneous competing flows and network status and resource availability), bound by the upper limits of intent level QoS policies.

Editor's note:
It is FFS how it can be ensured that enforcement functions from different vendors in the same network are able to derive the same or similar enforcement actions based on intent level QoS policies.

Editor's note:
It is FFS how it can be ensured that intent level QoS policies are derived to the desired enforcement actions in roaming scenarios.

Editor's note:
It is FFS if the QoS enforcement action derivation process in the CAFs is based on static information or whether additional information needs to be dynamically provided to the CAFs to facilitate the derivation process.

Parameters needed for the QoS framework:

The following parameters are needed for the QoS framework definition:

-
Policy description:

-
Scope of definition: application name or application type.

-
Definition of Intent: (e.g."High Definition experience for RT multimedia") or Explicit QoS target level (e.g. maximum packet delay 150ms for IMS video).

-
Maximum Flow Bitrate: UL and DL bitrate value applicable for a single PDU session or aggregation of PDU sessions for a given UE. It indicates maximum bitrate authorized for the data session.

-
Allocation and Retention Priority level (ARP): it refers to the priority level, the pre-emption capability and the pre-emption vulnerability for a given PDU session.

Editor's note:
Support for GBR Services is FFS.

Editor's note:
It is FFS how ARP is applied for applications within the same PDU session.

Note that there can be multiple applications (e.g. video download, web browsing etc) sessions within a single PDU session.

QoS parameters are applicable at least in the following functions as summarized in the table below:

Table 6.2.3.1-1

	QoS parameters
	CN UP functions
	RAN
	UE

	Policy Description 
	*
	*
	

	Maximum Flow Bitrate
	*
	*
	?

	Allocation and Retention Priority level (ARP)
	*
	*
	


The following reference points are assumed for the purpose of describing the QoS framework:

NG1-C:
Reference point between the RAN and CP functions.

NG3:
Reference point between the CP functions and an Application Function (AF).

NG4:
Reference point between the CP functions and UP functions.

NG1-U:
Reference point between the RAN and UP functions.

NR-Uu:
Reference point between the UE and the NextGen-RAN.

6.2.3.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
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Figure 6.2.3.2-1

1.
A data session for user plane traffic is established between the UE and a data network. The data session carries all traffic related to user session regardless of the QoS characteristics of individual traffic flows.

NOTE 1:
At the time of user plane session establishment, RAN has the possibility to reject the request, if sufficient radio resources are not available.

2,3.
The CP functions in the core signals a subscriber specific QoS policy to the Content requirement Awareness Function within UP Functions and to the RAN. For intent level policies, the Content requirement Awareness Function in the UP functions and in the RAN shall be able to derive Transport (including RAN) QoS targets and shall ensure that the derived Transport QoS level policies are within the intent level.

Editor's note:
It is FFS how QoS enforcement can be triggered based on application detection.

4,5.
The UP functions and the RAN acknowledge the subscriber specific QoS policy configuration.

NOTE 2:
It is up to the RAN groups to define QoS framework in radio access.

6a.
The Content requirement Awareness Function (CAF-Core) within the UP functions in the CN detects the user's bi-directional application session, derives its service requirements and required transport resources. Taking into account the QoS policies received in step 2, the Content requirement Awareness Function sets the transport QoS targets to be enforced by the UP functions. Transport QoS targets are autonomously self-calibrated and re-configured in real time based on monitoring of this user's and other users' applications sessions and on transport network resource status.

Editor's note:
QoS policies to contain information about which traffic is prioritize. It is FFS how the priority rules are defined and used.

NOTE 3:
Different policies sent to the CAF functions are associated with priority rules. The relative priority between the flows is either explicitly provided by the CN CP function as part of Transport QoS level policies or it corresponds to a local mapping in the CAF-RAN from intent level QoS into transport QoS policies. The local mapping within CAF-RAN is dynamic but it is bound by the policies provided by the CN CP function.

Editor's note:
How the RAN monitors this user´s and other user´s application sessions and how RAN QoS targets and uplink QoS targets are self-calibrated is FFS.

6b.
The content requirement Awareness Function (CAF-RAN) within the RAN determines the user's bi-directional application session and derives the service requirements and required radio resources and uplink transport resources. Taking into account the QoS policies received in step 3, the Content requirement Awareness Function (CAF-RAN) configures the radio QoS targets to the radio scheduler and sets the transport QoS targets for uplink traffic. These radio QoS targets and uplink transport QoS targets are autonomously self-calibrated and reconfigured in real time based on monitoring of this user's and other users' applications sessions and on radio and transport network resource status.

NOTE 4:
This QoS framework does not require end-to-end bearers or tunnelling in order to provide QoS differentiation.

7.
In-band Coordination (i.e. using packet marking) happens between Content Requirement Awareness Function in the core and Content Requirement Awareness Function in the RAN to ensure consistent policy enforcement.

Editor's note:
The details of coordination are FFS.

6.2.3.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

*******************Next Change *******************

Annex G:
Reference point naming

Depicted in Figure G-1 is a reference model of a potential architecture including potential functional entities and potential reference points with the intention that the naming in particular of the reference points may be used in individual solution proposals for a better understanding and comparison. This reference model does not make any assumption on the actual target architecture i.e. the target architecture may not have all of the depicted reference points or functional entities or may have additional/other reference points or functional entities.
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Figure G-1: Reference point naming

NOTE 1:
The Control plane functions and the User plane functions of the NextGen core are depicted as single boxes (CP functions and UP functions, respectively). Individual solution proposals may further split or replicate CP or UP functions. In that case the naming of additional reference point could add an index to the depicted reference point (e.g. NG4.1, NG4.2).

RAN here refers to a radio access network based on the <5G> RAT or evolved LTE RAT that connects to the NextGen core network.

The following reference points are illustrated in Figure G-1:

NG-NAS:
Reference point between the UE and the CP functions.

NG1-C:
Reference point between the RAN and the CP functions.

NG1-U:
Reference point between the RAN and the UP functions.

NG4:
Reference point between the CP functions and the UP functions.

NG3:
Reference point between the CP functions and an Application Function.

NG-Gi:
Reference point between the UP functions and a Data Network (DN).

NOTE 2:
Some reference points in Figure X-1 may consist of several reference points depending on how the CP functions and UP functions may be further split.

*******************End Change *******************
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NOTE-1: A network slice may contain only the control plane without the user plane


NOTE-2: HSS is also accessible by the network function(s) within the Network Slice, e.g. PCRF
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