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Abstract of the contribution: This contribution proposes an evaluation and conclusion for the considerations for GTP-U IP address and TEID allocation
Introduction

In the current TR there are two solutions for allocation of GTP F-TEID (GTP-U IP address and TEID): Solution alt 1 to perform the F-TEID allocation in the UP function and Solution alt 2 to perform F-TEID allocation in the CP function. 

In this paper we evaluate the two solutions and propose away forward.

Analysis

Solution 1: F-TEID allocation in the UP function

Section 6.1.1.5.5 states advantages in case the UP function is consisting of multiple UP resources (e.g. multiple blades) and the GTP-U F-TEIDs reflect the UP resource structure of the UP function, F-TEID allocation in the UP function could be used to distribute sessions between the available UP resources. This assumes that the UP function has a resource manager that is able to control the distribution between UP resources. Such a multi-UP-resource implementation is however also possible with solution 2 but with the resource manager in the CP function. 
Furthermore, in case a CP function is controlling more than one UP function, there is still a need to provide capability and load information to the CP function in order to allow the selection of an appropriate UP function. If there are multiple UP resources within the UP function, it is not clear what type of capabilities and load information is sent to the CP function. Either the individual capabilities/load parameters per UP resource is provided, or average / composite capabilities and load would need to be provided. 
It has been argued in in solution 3 in 6.1.1.5.4 that restoration procedures can work in the same way independent of whether solution 1 or 2 is used. If the CP function is not aware about the resource utilization of the UP function (e.g. at the blade level) then during the restoration procedure – i.e. when it provides the existing F-TEIDs to a different UP function – there is a risk of load imbalance, i.e. some of the UP function resources are utilized more than other resources of the UP function. This implies that the CP function has to be aware about the resource situation of the UP function and has to take that into account e.g. during restoration procedure. Thus, for restoration kind of scenarios, we may anyway want to share UP function’s load information at resource/blade level with the CP function. Therefore, it is not clear why another independent resource manager in the UP function is required and then if there is real value in allowing the UP function to manage its own resources. Also, for solution 1 there is a risk for race conditions with conflicting F-TEID allocation in a restarted user-plane if multiple CP functions attempts to restore old F-TEIDs at the same time as the UP function start allocating new F-TEIDs for new sessions. 
Given all these, it is easily possible for the CP function to allocate F-TEID considering the load information of the UP function (at function level as well as blade level).
Solution 2: F-TEID allocation in the CP function

This solution assumes that the CP function is aware of the UP resources (e.g. available GTP-U IP addresses) and provides a centralized control of resource management. 

It thus allows for a simpler UP implementation where the UP is more stateless in the sense that it does not have to have control functionality to manage an F-TEID pool and database over allocated F-TEIDs. Avoiding F-TEID management in the UP function also allows minimizing the amount of 3GPP-specific functionality in the UP and benefits use cases with relatively low-cost and off-the-shelf UP hardware. 
As mentioned above, multi-UP-resource implementations of a UP function is possible also with solution 2. 

Summary of the evaluation:

Solution 1: F-TEID allocation in the UP function

Pros:

· Less signalling load on CP-UP interface compared to solution 2
Cons: 

· Increased UP complexity with control functionality for TEID management and resource management
· Larger impact in case of new UP transport protocols (e.g. new tunnelling format) since UP function need to be enhanced to support management of e.g. new tunnel identifiers. With solution 2 only support of the actual UP transport protocol as such is needed.
Solution 2: F-TEID allocation in the CP function

Pros:

· Allows a centralized and uniform control of GTP-U and UE IP addresses in the CP function (it is already concluded to perform UE IP address management in CP function)

· Allows for simpler and less 3GPP-specific User-Plane function without requiring support for F-TEID management functionality
Cons:

· In case multiple CP functions control a single UP function, the UP function F-TEID space need to be partitioned to avoid conflicting F-TEID allocations.
Proposal

Based on the evaluation above it is proposed to select solution 2 with F-TEID allocation in the CP function.

It is proposed to update TR 23.714 as described below.
**** First Change ****

6.1.1.5.5
Evaluations
Solution 1 and 2 debate on whether the function of user plane F-TEID allocation should reside in the user plane function or the control plane function.

When the user plane function applies a blade-level resource management, the vendors and operators can dynamically add or remove blades for OAM purposes. Both solutions 1 and 2 enable the allocation of the GTP-U IP address and TEID reflecting the blade level information, which allows the user plane function a more efficient resource management, e.g. the awareness of existing services of the user to be relocated. With solution 1, the blade level information is controlled in the UP function, while with solution 2 the blade level information is maintained by the CP function. Solution 2 allows a simpler UP function while keeping the more complex control logic in the CP function. 
As mentioned in solution 2, if the user plane function is controlled by multiple control plane functions, it will introduce e.g. partitioning of F-TEID and IP address in the user plane function.  On the other hand, for solution 1 there is a need to handle potential race conditions that may be the result of multiple CP functions requesting F-TEIDs simultaneously, e.g. in relation to failure and restart scenarios. For both solutions, if the user plane function is controlled by multiple control plane functions, an impact on the load/utilization due to a request from on CP function would need to be reflected towards the other CP functions controlling the same UP function. 

Solution 2 allows for simpler and less 3GPP-specific User-Plane function without requiring support for F-TEID management functionality in the UP.

Solution 3 describes the restoration scenario. However, the restoration functionality is under CT4’s responsibility and thus, a final decision from CT4 is required.
6.1.1.5.Y
Conclusions
Normative work is based on Solution 2 (Solution 2: F-TEID-u allocation / release in the control plane function).

Stage 3 normative work for restoration should be based on Solution 3 but the final decision is left for CT4.
**** End of Changes ****
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