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1.
Introduction
For V2X study item, SA2 discussed two architecture alternatives for localized eMBMS, i.e. implementation based solution (S2-161936) and solution #4 of TR 23.875. This contribution makes an evaluation on these two solutions and proposes a way forward.

2.
Discussion
2.1
Solution alternatives for localized eMBMS architecture
2.1.1
S2-161936: Localized MBMS Deployment Solution
In this case the V2x Server, BM-SC, and MBMS GW are all deployed in the same physical node, which does not incorporate an eNB. This physical node may terminate V2x traffic toward several eNBs in the same area, toward which the V2x latency would be greatly reduced with respect to the case where all MBMS UP nodes reside in the core network. This option is shown in Figure 3 below.

[image: image1.emf]
Figure 3 Localized V2x server, not co-located with the eNB.
2.1.2
Solution #4: V2X broadcast with Local MBMS Entity (LME)
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Figure 6.4.1-1: Localized MBMS architecture
The user plane related MBMS functions (i.e. user plane functions of BM-SC and MBMS-GW) are moved closer to RAN, while the control plane functions of BM-SC and MBMS-GW remain at the core network.
The LME will host the necessary functions to transmit the data received directly from V2X server to eNB via M1 reference point (e.g., SYNC function, IP multicast distribution function, etc).
2.2
Evaluation on S2-161936 and solution #4
2.2.1 
Main issues with S2-161936
For S2-161936, the following issues are identified:

(1) Multiple interfaces from control planes functions
Simply redistributing BM-SC and MBMS-GW closer to the RAN may resolve the latency issue but may also multiply the number of interfaces to other network entities like MME and charging systems, resulting in an impact on configuration and network management.

(2) TMGI/IP address collision between control and local control plane functions

It is easily understood that MBMS bearers setup for remote applications should be done by a Centralized BM-SC/MBMS-GW. The broadcast areas for remote application and local application server may overlap with each other. It is hard to avoid collision problems if the TMGI(s) are allocated by many BM-SC(s). So the TMGI/IP allocation should be performed by a Centralized BMSC to avoid possible collision.
(3) High deployment cost of local control plane functions

There would be a large number of local MBMS functions deployed in network. To save the cost of network deployment, the local MBMS function should be as simple as it can be.

(4) Difficult to configure local BM-SC addresses for local servers 

According to the GCSE specification TS 23.468, it is assumed that the MB2-C address of the MBMS network function can be pre-configured in the GCSE server and that the MB2-U address is sent by MB2-C. If the BM-SC control plane is deployed in a distributed way, it will make it very complex to configure different MB2-C addresses in different local servers.

(5) FQDN resolution and RAN sharing (copied from RAN3 TP)

A UE may connects to multiple BM-SCs for authentication, service announcement, etc. However, this is different to multiple BM-SCs deployment in the current standard, which is used for load balancing purpose (TS 33.246). The current standard does not support the UE to use the local BM-SC for V2X MBMS service, and a macro BM-SC for non-V2X MBMS services at the same time. Service announcement, bootstrapping, MBMS user service registration, etc. use the BM-SC server resolved by the FQDN. According to TS 23.003, 

·  The service announcement FQDN is defined as "mbmsbs.mnc.mcc.pub.3gppnetwork.org". 

·  The BM-SC server FQDN is defined as mbms.mnc.mcc.3gppnetwork.org.  

These FQDNs are unique per PLMN ID. It is not possible for the UE to know both the local BM-SC and the macro BM-SC via the FQDN. Consequently, the UE cannot connect to both of them at the same time for service announcement, bootstrapping, MBMS User Service Registration, etc. In addition, the UE/UICC only stores one set of keys per PLMN. It also has some issues for network sharing. 

·  The RAN operator may not have a PLMN ID, so it is a big challenge for the RAN operator to deploy a LME (e.g. allocate TMGI with PLMN ID).

·  For a Gateway Core Network (GWCN) network sharing, the CN operator needs to open a new interface in order for the Local MBMS EPC to connect to the BSF/HSS for MBMS User Service registration. The CN operator loses the control, e.g. how to map the V2X service QoS to MBMS service QoS, how to set ARP, etc.

In a summary, the localized MBMS based on implementation is not feasible due to the issues identified with the current eMBMS architecture.
2.2.2
MBMS enhancement in Solution #4
For solution #4, most of MBMS related procedures (e.g. session start) can be reused, and the main enhancement is the introduction of the new interface Mv to accomplish the interaction between centralized MBMS control plane function and LME (This part is further clarified in S2-16xxxx). Since the control plane functions remain in the core network, the issues identified for S2-161936 in subclause 2.2.1 above do not apply in this case.
3.
 Conclusions and Proposal
This contribution analysed and compared S2-161936 and Solution #4 of TR 23.785 for eMBMS based support for V2X services. As it can be seen from above section, deploying localized eMBMS systems in an implementation way can cause several issues. It is proposed to use the architecture in Solution #4 as basis for normative work.

Proposal: The architecture in Solution #4 should be taken as the basis for normative work and the text proposal below should be captured in TR 23.785.

************************************************Start of Change*********************************************************

7
Conclusions

Editor's note:
This clause will capture agreed conclusions from the study.
The architecture in Solution #4 is concluded for key issue#6b and taken as the basis for normative work for the eMBMS based support for V2X services.
************************************************End of Change*********************************************************
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