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1.  Introduction

For LTE-Uu based architecture, there have been proposals in SA2 and RAN to use localized eMBMS architecture to minimize DL latency between the BM-SC/MBMS-GW and the eNB.  Solution#4 in TR 23.785 proposes localized eMBMS solution that includes moving U-plane components of eMBMS (BM-SC/MBMS-GW) close to the eNB (split-eMBMS). Such solution has significant standardization impact and could have inter-operability issues with legacy eMBMS. Split e-MBMS solution could even require deployment of legacy eMBMS in operator networks that have not yet considered deploying eMBMS for non-V2X services. 
This paper identifies the 'Impacts on existing entities and interfaces', and 'Topics for further study' for solution#4. This paper provides concluding remarks also to the effect that in view of the factors identified above, localized eMBMS solutions that use legacy eMBMS with deployments close to the eNBs be adopted as conclusion of this study.
    ****************         Begin Change *************************************
6.  Solutions
6.4
Solution #4: V2X broadcast with Local MBMS Entity (LME)

6.4.1
Functional Description

The idea of this proposal is to move the user plane related MBMS functions (i.e. user plane functions of BM-SC and MBMS-GW) closer to RAN, which allows the V2X messages to be distributed to target eNBs without traversing the core network nodes, i.e. BM-SC and MBMS-GW. 

The control plane remains at the main MBMS nodes, i.e. BM-SC, MBMS-GW and MME in the core network. 

The possible localized MBMS architecture is shown as below:


[image: image1.emf]Uu

V-UE1 V-UE2

Uu

eNB

Local

V2X Server

MME

MCE

M3

MB2-U

M2

M1

BM-SC

SGmb

MBMS-GW

Local MBMS 

Entity (LME)

CN MBMS 

Entity

MB2-C

Mv

eNB

V2X 

message 

Direction


Editor's Note: Whether Mv (new interface) is connected to BM-SC (as shown in clause 6.4.2.2) or MBMS-GW (as shown in clause 6.4.2.3) is FFS.
Figure 6.4.1-1: Localized MBMS architecture
The Local MBMS Entity (LME) will host the necessary functions to transmit the data received directly from V2X server to eNB via M1 reference point (e.g., SYNC function, IP multicast distribution function, etc).

Editor's Note: Other functions, e.g., MBMS security, MBMS charging, etc is FFS
6.4.2
Procedures

6.4.2.1
V2X Server Initiated Procedure (option 1)
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Figure 6.4.2.1-1: Local MBMS data delivery via LME initiated by V2X Server

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Sever is preconfigured with LME information (e.g. FQDN or IP address for the LME). When there is a need to establish delivery path for V2X message, the V2X Server initiates Local Distribution Request procedure with the LME. This message includes TMGI as an identifier.
3.
The LME replies with the Local Distribution Response message including the IP address/port in LME for receiving the data, and the associated information of Local MBMS Distribution, e.g., IP Source Address, and IP Multicast Address in LME for IP multicast distribution.
NOTE:
In LME, it is 1:1 mapping between the IP address/port for receiving the data, and the associated IP source address/IP Multicast address.
4.
V2X Server initiates Activation MBMS Bearer Request procedure. The message includes the information of Local MBMS Distribution (IP Mutlicast address). 

5.
BM-SC initiates MBMS Session Start procedure. The MBMS Session Start Request message includes the information of Local MBMS Distribution. Upon the reception of the information of Local MBMS Distribution, the MBMS-GW will skip the normal processing for IP multicast distribution, e.g. allocate an IP multicast address. 

6.
The MBMS-GW uses the received Local MBMS Distribution information in the MBMS Session Start Request message, and sends it to MME, which is forwarded to eNB/MCE.

7.
The eNB joins the IP Multicast group, which is one in the LME.
8.
LME sends the V2X Data via the IP/port address received from step 3.

6.4.2.2
BM-SC Initiated Procedure (option 2)
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Figure 6.4.2.2-1: Local MBMS data delivery via LME initiated by BM-SC

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Server initiates Activation MBMS Bearer Request procedure. The message may include an indication of V2X Server preference for local delivery. 

3.
BM-SC is preconfigured with LME information (e.g. FQDN or IP address for the LME). When BM-SC decides to establish local delivery path for V2X message, the BM-SC initiates Local Distribution Request procedure with the LME. This message includes TMGI as an identifier. This is initiated over a new interface "Mv" between BM-SC and LME.

4.
The LME replies with the Local Distribution Response message including the IP address/port in LME for receiving the data, and the associated information of Local MBMS Distribution, e.g., IP Source Address, and IP Multicast Address in LME for IP multicast distribution. 

 NOTE:
In LME, it is 1:1 mapping between the IP address/port for receiving the data, and the associated IP source address/IP Multicast address.
5.
BM-SC provides the local MBMS information needed for transmission of V2X message to LME, e.g. IP address and port, to V2X server in the Activate MBMS Bearer Response message.

6.
BM-SC initiates MBMS Session Start procedure. The MBMS Session Start Request message includes the information of Local MBMS Distribution. Upon the reception of the information of Local MBMS Distribution, the MBMS-GW will skip the normal processing for IP multicast distribution, e.g. allocate an IP multicast address. 

7.
The MBMS-GW uses the received Local MBMS Distribution information in the MBMS Session Start Request message, and sends it to MME, which is forwarded to eNB/MCE.

8.
The eNB joins the IP Multicast group, which is one in the LME.
9.
LME sends the V2X Data via the IP/port address received from step 3.
6.4.2.3
BM-SC Initiated Procedure (option 3)
6.4.2.3.1
Session start
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Figure 6.4.2.3.1-1: Local MBMS data delivery via LME initiated by BM-SC – Session start
The Session Start procedure specified as TS 23.246 [4] is reused with the following enhancements: 

1.
The BM-SC-C determines the LME IP address and includes it in the Session Start Request to the MBMS GW-C.

Steps 3a and 3b are new added procedures and can be performed in parallel with step 3-6.

3a.
The MBMS GW-C sends a Create Session Request message to the LME and provides the MBMS session attributes (TMGI, QoS, IP multicast address).

3b.
The LME responds to the MBMS GW-C with the Create Session Response message.
6.4.2.3.2
Session stop
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Figure 6.4.2.3.2-1: Local MBMS data delivery via LME initiated by BM-SC – Session stop
The Session Stop procedure specified as TS 23.246 [4] is reused with the following enhancements:

Steps 2a and 2b are new added procedures and can be performed in parallel with step 2.

2a.
The MBMS GW-C sends a Session Stop Request message to the LME (TMGI).

2b.
The LME responds to the MBMS GW-C with the Session Stop Response message.
6.4.3
Impact on existing entities and interfaces
Editor's Note: Impacts on existing nodes or functionality will be added.
There is impact to several nodes and interfaces including:

1. Local MBMS Entity (LME) is a new functional entity.

2. C-plane only BM-SC and C-plane MBMS-GW will also be new functional entities.
3. MB2-C, MB2-U and Mv are the new interfaces identified so far.

4. Additional impacts are possibly identified on detailed study of split-eMBMS.

6.4.4
Topics for further study
It is FFS which option is appropriate for session handling to the LME among three options, i.e. by V2X Server, by BM-SC, or by MBMS-GW.
Other topics that need further study include:

1. Will inter-operability with legacy eMBMS already deployed in operator networks be compromised with the deployment of split of U-plane and C-plane eMBMS for V2X?

2. Operator networks who have not yet deployed eMBMS for non-V2X services, will they need to deploy legacy eMBMS to enable deployment of split-eMBMS for V2X?

3. What is the expected extent and timeline for the standardization efforts needed for the split of U-plane and C-Plane functions of BM-SC and MBMS-GW, including defining new functional entities and new interfaces?

4. Who, such as which work item, will have ownership of specifying split-eMBMS?

5. Study if enhancements to any other interfaces, other than MB2-C, MB2-U and Mv identified so far, are needed? 

6. Study if there is impact to any existing interfaces not identified so far?.

5. Have there been any study or estimates validating latency improvement benefits with the split-eMBMS.
6. TMSI collision issues with split-eMBMS need to be studied,
6.4.5
Conclusions

Editor's Note: Conclusions will be collected for this particular functionality.
Two sets of solutions have been proposed for localized eMBMS. One set of solutions is in this solution#4 that proposes to split eMBMS functions (BM-SC/MBMS-GW) based on C-plane and U-plane functionality. The other set of solutions is in Solution#p that enable standalone or collocated local eMBMS by deploying the current eMBMS close to the eNBs. Option A of solution#p has no impact on existing entities and interfaces. With solution#p there are no interoperability issues or requirements for legacy eMBMS. There are no additional standards impacts and no dependency on other work item(s) for achieving split-eMBMS.

 It is, therefore, proposed that as conclusion of this study. localized eMBMS based on the solution#p be adopted for V2X services.
    ****************         End Change *************************************
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