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Abstract of the contribution: This paper discusses two issues with regards to local breakout for V2X using co-located or standalone SIPTO@LN and proposes some solutions.
1.  Introduction

Both LTE-Uu based architecture and PC5 based architecture can be used for supporting V2X services. Latency improvement for the delivery of V2X messages is an important consideration for developing V2X architecture solutions.

For PC5 based architecture, latency is managed by the use of one-to-all ProSe direct communication between UEs that are in proximity. For LTE-Uu based architecture, latency for both UL and DL traversal of V2X messages over operator network needs to be minimized. There are proposals for using local breakout for V2X using collocated or standalone SIPTO@LN for reducing latency. The proposal in Solution#3 of TR 23.785 is to use local breakout with SIPTO@LN on the UL for routing of V2X messages from the UEs to the CN. The proposal in Solution:Y (ZTE S2-16xxxx) is to use SIPTO@LN on the DL for routing of V2X messages from the V2X Application Server to (stationary) RSU type UEs.

This paper discusses the following two issues with regards to the use of SIPTO@LN for V2X, and proposes some solutions for inclusion in TR23.785.

1. Support for dedicated SIPTO@LN bearer for V2X;  this is applicable for both solution#3 and solution# Z (S2-162424) for UL and solution# Y (S2-162423) for DL.
2. Service continuity for SIPTO@LN for V2X;  this is applicable for solution#3 only for UL. Solution# Y (S2-162423) and Solution# Z (S2-162424) do not suffer from this limitation.

2.  Discussion

Local breakout with SIPTO@LN uses L-GW close to or collocated with the eNB for packet routing, hence can help reduce latency for both UL and DL compared to when using a P-GW located deep inside operator network. Two issues are discussed here with regards to the use of both, SIPTO@LN with collocated L-GW and SIPTO@LN with standalone gateway solutions.

2.1  Issue#1: Support for dedicated SIPTO bearer for V2X

This issue is applicable for both SIPTO@LN with collocated L-GW and SIPTO@LN with standalone gateway solutions. This issue applies for both, the UL as in solution#3 in TR23.785 and solution# Z (S2-162424); and for DL as in solution# Y as in S2-162423. 
Presently, there is no support for dedicated bearers for SIPTO@LN in 3GPP specifications. TS 23.401 states, 

“For this release of the specification, no interface between the L-GW and the PCRF is specified and there is no support for dedicated bearers on the PDN connection used for SIPTO at the Local Network. The Local GW (L-GW) shall reject any UE requested bearer resource modification.” 
For services such as FTP, default bearers with SIPTO@LN could be sufficient. For V2X services, TS 22.185 specifies stringent service requirements on latency, reliability, message transmission frequency etc. that could be challenging to meet without the support for dedicated SIPTO bearers. 

Some service requirement of interest from TS 22.185 are reproduced below:
[R-5.1-006]
The 3GPP system shall be able to provide means to prioritize message transmission among UEs supporting V2X application

[R-5.1-007]
The 3GPP system shall be able to provide means to prioritize transmission of messages according to their type (e.g. safety vs. non-safety).
[R-5.2.1-005]
The E-UTRA(N) shall be able to support high reliability without requiring application-layer message retransmissions.
A.  In order to meet such requirements, it is proposed that dedicated bearer should be supported for the SIPTO@LN for the V2X by providing SIPTO collocated L-GW or standalone GW a connectivity with the PCRF via Gx interface. Upon the receipt of Create Session Request message during UE requested PDN connectivity procedure, collocated L-GW or standalone GW can reuse an IP‑CAN Session Establishment procedure with the PCRF to obtain (default) PCC rules for the UE. The L-GW or standalone GW could then allocate EPS bearer QoS parameters (e.g. QCI, ARP, GBR, MBR) for the EPS bearer of the SIPTO@LN connection. 
Proposal 1: Dedicated bearer should be supported for V2X by enabling the LGW/S-GW to be connected to PCRF via Gx interface.
NOTE 1: This applies for both, the UL as in solution#3 in TR23.785 and solution# Z (S2-162424); and for DL as in solution# Y as in S2-162423. 
B.  Another issue to consider is whether dedicated bearer support for SIPTO@LN is only for V2X services or extended to all SIPTO@LN services. If dedicated bearer support for SIPTO@LN is only for V2X services, and the collocated L-GW or standalone GW is shared by V2X services and other SIPTO@LN services, the collocated L-GW or standalone gateway may receive multiple SIPTO@LN connection setup requests, both for V2X services and for other SIPTO@LN services.  It is necessary for the L-GW or standalone GW to differentiate SIPTO@LN connection setup request for V2X services from other SIPTO@LN services in order to perform different PDN connection setup procedure. A possible solution is to define a V2X service specific APN which is included in the PDN Connection Setup Request message sent from UE to the collocated L-GW or standalone GW, and which can be used to differentiate SIPTO@LN connection setup requests for dedicated bearers.

Observation 1: It should be considered whether a dedicated collocated L-GW or standalone GW is needed for V2X services or it can be shared for other SIPTO@LN services as well.

Observation 2: For collocated L-GW or standalone GW shared for V2X services and other SIPTO@LN services, it needs to be considered whether dedicated bearer support for SIPTO@LN is only for V2X services or may be extend to all the SIPTO@LN services.

Proposal 2: It is proposed that a SIPTO@LN collocated L-GW or standalone GW is shared by all services, e.g. by V2X services and other SIPTO@LN services.

Proposal 3: It is proposed to define a V2X services specific APN, which is included in the PDN Connection Setup Request message sent from the UE to collocated L-GW or standalone GW. This V2X specific APN is used to differentiate SIPTO@LN connection request for dedicated bearer.
NOTE 2: This applies for both, the UL as in solution#3 in TR23.785 and solution# Z (S2-162424); and for DL as in solution# Y as in S2-162423. 
2.2  Issue#2: Service continuity of SIPTO@LN in V2X
This issue is applicable for both SIPTO@LN with collocated L-GW and SIPTO@LN with standalone gateway solutions. This issue applies only for the UL as in solution#3 in TR23.785.  SIPTO@LN for DL as in solution# Y (S2-162423) does not suffer from this limitation. 
Mobility of SIPTO@LN PDN connection is not supported in the current specifications. The SIPTO@LN PDN connection shall be released after handover unless the source and target eNBs are in the same Local Home Network (LHN). 

2.2.1  SIPTO@LN with collocated LGW
According to TS 36.300 [4], SIPTO@LN PDN connection is released after a handover is performed, and the collocated L-GW in the source eNB triggers the release over the S5 interface. In order to ensure service continuity of SIPTO@LN for V2X services, UE’s IP address should be maintained after handover. Considering that UE’s IP address is allocated by the LGW, UE’s P-GW (i.e. the L-GW) should be unchanged after handover. Two solution alternatives are considered for keeping L-GW unchanged during handover as follows:

Alternative 1: Data is transferred from the L-GW collocated with eNB to the S-GW in the CN, and vice versa.
After handover, UL data is transferred from L-GW collocated with target eNB to the S-GW in the core network via S1 GTP tunnel, and then transfers from the S-GW to the L-GW collocated in the source eNB via S5 GTP tunnel and vice versa for DL data, as illustrated in Figure 1. However, the advantage of local breakout (i.e. latency reduction) is lost with the use of this alternative since the data path goes through core network after UE handover. 

[image: image1.emf] 


Figure 1:  Illustration of data path of Alternative 1
Alternative 2: Data is transferred from the L-GW collocated with the source eNB to the target eNB, and vice versa.
This solution can be used if an interface exists between the target eNB and the source eNB (or the collocated L-GW). Once handover is performed, the target eNB establish a GTP tunnel with the L-GW collocated in the source eNB. After handover, UL data is transferred from the target eNB to the L-GW collocated in the source eNB over this tunnel. The data path does not go through the core network. But data path could be very long when the UE moves far away from the source eNB. The MME may be responsible for determining when the UE is far away from the L-GW collocated in the source eNB. Once the MME decides that the UE is far away from the L-GW, it releases the SIPTO@LN PDN connection and re-establishs a new SIPTO@LN PDN connection for the UE. 

Observation 3: In order to ensure service continuity for the SIPTO@LN with collocated LGW in V2X, the target eNB establishes a GTP tunnel to the LGW collocated in the source eNB after handover.  
2.2.2  SIPTO@LN with standalone GW
For STIPTO@LN with standalone GW, the standalone GW including LGW and SGW is deployed near eNB in the RAN side. Multiple eNBs in a Local Home Network (LHN) connect to the same standalone GW. Service continuity is maintained if the source and target eNB belong to the same LHN. Considering that there is no interface between the target eNB and the source standalone GW when the target eNB and the source eNB do not belong to the same LHN, the tunnel between the source standalone GW and the target eNB cannot be established. A solution similar to the solution in alternative 2 for the case of SIPTO@LN with collocated LGW discussed above could not be used. In this situation, the UE should select another PGW and re-establish SIPTO@LN PDN connection after it moves out of the LHN. Or the target standalone GW may establish a GTP tunnel with the source standalone GW in order to maintain the UE’s PGW unchanged.  The later option will require significant standardization work for the CN. 
Observation 4: In order to ensure service continuity for the SIPTO@LN with standalone GW in V2X, if the source eNB and the target eNB do not belong to the same LHN, it may require considerable specification impacts to the CN.  
Proposal 4: It is proposed to adopt SIPTO@LN with collocated LGW architecture for V2X services and solution in Alternative 2 above.

    ****************         Begin Change *************************************
6.  Solutions

6.a  Solution#a: Support for dedicated SIPTO bearer for V2X.
6.a.1  Functional Description

This solution corresponds to the Key Issue #6b for latency improvement, using local breakout for V2X using collocated or standalone SIPTO@LN, instead of eMBMS.

This applies for both, the UL as in solution#3 and solution# Z in S2-162424; and for DL as in solution# Y in S2-162423. Solution#3 proposes to use local breakout with SIPTO@LN on the UL for routing of V2X messages from the UEs to the CN. Solution: Y (S2-162423) proposes is to use SIPTO@LN on the DL for routing of V2X messages from the V2X Application Server in the CN.
Presently there is no support for dedicated bearers for SIPTO@LN. For services such as FTP, default bearer with SIPTO@LN could be sufficient. For V2X services that have stringent service requirements on latency, reliability, message transmission frequency etc. it could be challenge without the support for dedicated SIPTO bearers.
Dedicated bearers for SIPTO@LN are supported for V2X services only. SIPTO@LN collocated L-GW or standalone GW entity is shared by V2X services and other SIPTO@LN services though. A V2X services specific APN in PDN Connection Setup Request message from the UE is used by the collocated L-GW or standalone GW to differentiate V2X SIPTO@LN connection setup requests for dedicated bearers.
6.a.2  Proposal

In order to meet V2X service requirements, dedicated bearers are supported for the SIPTO@LN for the V2X. SIPTO collocated L-GW or standalone GW has connectivity to the PCRF via Gx interface. Dedicated bearers for SIPTO@LN are supported for V2X services only. A V2X service specific APN in PDN Connection Setup Request message from the UE is used by the  to the collocated L-GW or standalone GW to differentiate V2X SIPTO@LN connection setup requests for dedicated bearers.
During UE requested PDN connectivity procedure, upon the receipt of Create Session Request message for V2X services that includes V2X service specific APN, collocated L-GW or standalone GW uses IP‑CAN Session Establishment procedure with the PCRF to obtain (default) PCC rules for the UE. Then the collocated L-GW or standalone GW allocates EPS bearer QoS parameters (e.g. QCI, ARP, GBR, MBR) for the V2X dedicated bearer of the SIPTO@LN connection. 
Editor's Note:  PC5 and LTE-Uu based V2X Architecture Reference Model in clause 4.1.1 to be updated to include PCRF. Architecture illustrations for Solution#3 and Solution#y to be updated to include PCRF and showi an interface between the L-GW/S-GW and the PCRF.
6.a.3
Impact on existing entities and interfaces
Editor's Note: Impacts on existing nodes or functionality will be added.
6.a.4
Topics for further study

Editor's Note: Topics for FFS will be collected for this particular functionality.
6.a.5
Conclusions

Editor's note: Conclusions will be collected for this particular functionality.
6.b  Solution#b: Service continuity for SIPTO in V2X

6.b.1  Functional Description

This solution corresponds to the Key Issue #6b for latency improvement using local breakout for V2X using collocated or standalone SIPTO@LN instead of eMBMS. This solution applies for  SIPTO@LN on the UL as in solution#3.  SIPTO@LN for DL as in solution# Y (S2-162423) does not have service continuity issue due to mobility of UE,
As mobility for SIPTO@LN PDN connection is not supported in the current specifications, SIPTO@LN PDN connection is released after handover unless the source and target eNBs are in the same Local Home Network (LHN).  
6.b.1.1   SIPTO@LN with standalone GW
For STIPTO@LN with standalone GW, the standalone GW including LGW and SGW is deployed near eNB in the RAN side. Multiple eNBs in a Local Home Network (LHN) connect to the same standalone GW. Service continuity is maintained if the source and target eNB belong to the same LHN. Considering that there is no interface between the target eNB and the source standalone GW when the target eNB and the source eNB do not belong to the same LHN, a tunnel between the source standalone GW and the target eNB cannot be established. The UE needs to select another PGW and re-establish SIPTO@LN PDN connection after it moves out of the LHN. Alternatively, the target standalone GW may establish a GTP tunnel with the source standalone GW in order to maintain the UE’s PGW unchanged. This later option will require significant standardization work for the CN, hence is not recommended.
6.b.1.2   SIPTO@LN with collocated LGW
In order to ensure service continuity of SIPTO@LN for V2X services, UE’s IP address should be maintained after handover. So UE’s P-GW (i.e. the L-GW) should be unchanged after handover considering that UE’s IP address is allocated by the LGW. Two alternatives are considered for keeping L-GW unchanged during handover as follows:

6.b.1.2.1 
Alternative 1: Data is transferred from the L-GW collocated with eNB to the S-GW in the CN, and vice versa.
In this alternative, after handover UL data is transferred from L-GW collocated with target eNB to the S-GW in the core network via S1 GTP tunnel, and then transfers from the S-GW to the L-GW collocated in the source eNB via S5 GTP tunnel and vice versa for DL data as illustrated in Figure 6.b.1.2-1. However, the advantage of local breakout (i.e. latency reduction) is lost with the use of this alternative since the data path goes through core network after UE handover.  Hence this solution alternative is not recommended.

[image: image2.emf] 


Figure 6.b.1.2.1-1:  Illustration of data path for Alternative 1
6.b.1.2.2 
Alternative 2: Data is transferred from the L-GW collocated with the source eNB to the target eNB, and vice versa.
This solution alternative can be used if an interface exists between the target eNB and the source eNB (or the collocated L-GW). Target eNB establishes a GTP tunnel with the L-GW collocated in the source eNB once handover is performed. UL data is transferred from the target eNB to the L-GW collocated in the source eNB over this tunnel after handover and vice versa for DL data. In this solution alternative, the data path does not go through the core network.  
6.b.2  Proposal

A collocated L-GW with eNB is used for routing with SIPTO@LN on the UL for V2X messages from the UE to the CN. On handover, the target eNB establishes a GTP tunnel with the L-GW collocated in the source eNB. Data is transferred from the target eNB to the L-GW collocated in the source eNB over this tunnel and vice versa, after handover, and data path does not go through the core network.  
Data path could become very long when the UE moves far away from the source eNB. The MME determines when the UE is far away from the L-GW collocated in the source eNB. Once the MME decides that the UE is far away from the L-GW, it releases the SIPTO@LN PDN connection and re-establishes a new SIPTO@LN PDN connection for the UE. 
6.b.3
Impact on existing entities and interfaces
Editor's Note: Impacts on existing nodes or functionality will be added.
6.b.4
Topics for further study

Editor's Note: Topics for FFS will be collected for this particular functionality.
6.b.5
Conclusions

Editor's note: Conclusions will be collected for this particular functionality.
    ****************         End Change *************************************
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