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Introduction

SA2 has recently seen a proposal (“Solution #4” in their references) proposing to split CP and UP in MBMS logical nodes as a possible alternative architecture for localized MBMS. Some justifications have been made siting RAN3 assertions on certain misconception of BMSC role. 
Note that as the solutions are being evolved/modified, some aspects indicated here are based on offline version of the revised solutions.
Discussion

SA2’s “Solution #4” [3] introduces CP and UP separation for MBMS nodes, as a possible alternative for localized MBMS, by adding a Local MBMS Entity (LME). This follows up on RAN3’s endorsed TP [1], which concluded that localized MBMS based on implementation is not feasible.
 “Solution #4” is shown in Figure 1 below.
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Figure 1 SA2’ss “Solution #4”, introducing a Local MBMS Entity (LME).

3 sub-options options were stated for the proposal in Figure 1:

· Option 1 – The V2x server performs session handling to the LME via MB2 (or a new interface between the V2x server itself and LME).  Since current MBMS architecture remains, the MB2 interface needs to be a new interface to allow existing MBMS to continue to operate.
· Option 2 – the BM-SC performs session handling toward the LME; a new interface (called Mv) between the BM-SC and the LME is required.

· Option 3 – the MBMS-GW performs session handling toward the LME; a new interface (called Mv) between the MBMS-GW and the LME is required.

Regardless of the specific options, this solution does not define what functions from the current BM-SC and MBMS GW nodes constitute control plane and what constitutes user plane function. So it is not clear either how this separation will affect overall MBMS delivery, or how such split will be distributed with respect to existing MBMS architecture and deployment, given that it is focused only to V2X type services. Observation 1: “Solution #4” defines neither the actual CP and UP functions from the current BM-SC and MBMS GW which would be delegated to the LME, nor how the proposed split will be distributed with respect to the current MBMS architecture.

Architecture Considerations

Given the current MBMS architecture as defined by [4], at least the following concerns should be addressed before “Solution #4” can be further considered as a feasible candidate:

1) Multiple interfaces from EPC CP functions  – In case e.g. an MBMS control function in MME is localized in the LME, this will require additional connections between the remaining functions in the MME and the one which has been taken out;

2) TMGI/IP address collision between control and local control plane functions – TMGI management is always needed anyway in case multiple BM-SCs are deployed, but this solution will increase the number of nodes to be affected by coordination;

3) High deployment cost of local CP functions – Any time a function is deployed away from its respective logical node and into another, there is an added cost of “ripping out” the corresponding interface and making it explicit into the network. This will prove a higher burden than with any other solution which does not require such function breakout;

4) How the V2x server finds the local BM-SC, and how the BM-SC finds the local LME – This seems similar to the issue with FQDN resolution and RAN sharing highlighted in [1]. Although there are reasons to question the relevance of this issue [2], “Solution #4” does not seem to be better in this respect from the other alternatives.

5) What to do in case more than a single eNB is involved – With “Solution #4” the SYNC protocol disappears, so in case more than a single eNB is involved it is not possible to achieve synchronized transmission. This effectively mandates SC-PTM and prevents MBSFN, thereby reducing deployment flexibility.
6) Compared to local MBMS configuration without splitting the MBMS nodes, there is no added benefit seen with the LME concept.
Observation 2: “Solution #4” may have issues with respect to scalability in EPC, does not seem to be any better than the other alternatives with respect to deployment cost or configuration effort, and is actually worse with respect to deployment flexibility.

Considerations with Respect to the MCE

“Solution #4” may also have further, and much more serious, implications when looking inside the RAN (more specifically with respect to the MCE).  Even though this is more RAN respnsibility, in order to clarify the overall architectural aspects the issue is raised here as well.
In particular, in case the distributed MCE architecture is considered, the above issue might be even worse: the various LMEs will need to coordinate with the CN MBMS Entity, but in case they have no direct link with the co-located MCEs it seems even more inefficient, and in case they do, it will bring yet additional complexity to MBMS UP handling in the eNB due to the unusual UP functions split.

Observation 3: Coordination among several LMEs and the MCEs, in particular in the co-located case, seems contribute to added  problems.
Considerations with Respect to Session Continuity and MBMS

Coordination between The the CN MBMS Entity needs to coordinate with and the LME co-located in the eNB seems to be needed. In case session continuity is desired But in case ofin conjunction with UE mobility, a sort of “LME relocation” between source and target eNBs willseems therefore to be required in order to keep the session going. This will negatively impact MBMS performance. Such a correlation between MBMS and UE mobility is currently unheard of, and is undesirable. All options of “Solution #4” above suffer from this issue.

The LME, in fact, seems to be a sort of “co-located L-GW for MBMS”. From our previous discussions with SIPTO@LN, we know that this kind of solution cannot work with UE mobility unless further complexity is added. This case is no exception: when vehicle UEs hand over between eNBs, they will also need to “relocate” to the new LME, and this will require coordination seems to be needed (between LMEs and/or the “CN MBMS Entity”, possibly through the proposed Mv interface) to maintain MBMS session continuity. Currently MBMS is independent of mobility within the service area: “Solution #4” now completely removes this advantage.

Observation 4: In current MBMS architecture, UE mobility within the service area is transparent to the MBMS session. “Solution #4” seems to introduces a dependency between UE mobility and MBMS. This seems extremely undesirable.
BMSC Address Configuration:

BM-SC-C address configuration in V2X server: 
· For Sol#4 option 1: need to configure LME address in V2X server. V2X server need to be able to find out the proper LME

· For Sol#4 option 2: need to configure LME address in BM-SC. BM-SC need to be able to find out the proper LME

· For Sol#4 option 3: need to configure LME address in MBMS-GW. MBMS-GW need to be able to find out the proper LME

· For Local MBMS based on implementation: need to configure BM-SC address in V2X server. V2X server need to be able to find out the proper local BM-SC.

From the analysis above, the configuration issue is similar. And the complexity is similar as well.
Additional Aspects/Considerations:
 “MBMS user service registration” in broadcast mode is only used for  key management, i.e. UE need to get the MSK/MTK for decrypting the traffic. Other usage applies to support multicast in MBMS, which is not supported by EUTRAN based MBMS.
The solution#4 (may be applicable to other alts as well?) need to explain how to support the key distribution from the BM-SC-C to the distributed LMEs, and the current Mv interface is not enough.  
According to TS 26.346, each user service can has its own protectionDescriptionURI. With Local BMSC deployment alternative,  we can put macro BM-SC address in the service managed by macro BM-SC and local BM-SC address in the service managed by the local BM-SC. UE can perform the registration/de-registration procedure independently according to which services it wants to consume.
· BM-SC FQDN resolution, Service Announcement: Service announcement for V2X services could be different from the SA file structure defined in SA4. it may not be needed to be encapsulated in the same SA file which is used for regular DASH services. So, such evaluation result is not that meaningful.

Way Forward

If we compare this to the implementation-based options in [1], we notice that a single “red box” can be deployed close to eNBs in a certain area, without creating such a dependency between MBMS and mobility. Such a box is flexible enough to also include MBMS CP handling if desired.
Observation 5: None of the implementation-based local MBMS options described in [1] introduce such a dependency between MBMS and mobility, and may also include MBMS CP handling if desired.

Proposal 1: Do not pursue the MBMS nodes split architecture (e.g. LME approach) for V2X. 
Proposal 2: For V2X architecture, contunue reusing existing MBMS and SIPTO based approach as mobility otuside of an eNB coverage can be supported by defining LHN in a wider form or using SIPTO@macro approach. 
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