SA WG2 Temporary Document

Page 1

SA WG2 Meeting #108
S2-151060
13-17 April 2015, San Jose del Cabo, Mexico
(revision of S2-15xxxx)
Source:
Intel, Alcatel-Lucent, BlackBerry UK Ltd
Title:
Way forward on ProSe service continuity
Document for:
Approval
Agenda Item:
6.10
Work Item / Release:
eProSe-Ext / Rel-13
Abstract of the contribution: This contribution proposes a way forward for service continuity when UE moves between direct network connection and a network connection via a ProSe UE-to-NW relay.
1
Discussion
The SA1 LS reply to SA6 (LS (S2-15xxxx/S6-150100/S1-150191)) provides the following reply to the two service continuity questions made by SA6:

1. SA6 respectfully asks SA1 to clarify whether MCPTT service continuity is implied and/or desirable for the case where MCPTT UE switches between EPC path and ProSe Communication path (requirements R-7.14-001, R-7.14-002, R-7.14-003).

SA1 reply:

MCPTT is largely focused on group voice services and in this scenario, when a UE goes off network, the ProSe Communication would allow that UE to communicate with others within ProSe Communication range, however the other group members may not be in ProSe Communication range; hence service continuity may not be possible. 

2. SA6 respectfully asks SA1 to clarify whether MCPTT service continuity is implied and/or desirable for the case where MCPTT UE, prior to automatically going off network, attempts to make use of a ProSe UE-to-Network Relay (requirement R-7.13-003).

SA1 reply:

SA1 thinks that service continuity is desirable, when MCPTT UE, prior to going off network, attempts to make use of a ProSe UE-to-Network Relay, when this is possible. SA1 also agreed that the service continuity is desirable both directions, when this is possible.

The SA1 reply implies that from MCPTT perspective the service continuity focus in Rel-13 should be on the second scenario i.e. service continuity when the UE moves between direct network connection and a connection with the network via a ProSe UE-NW relay. The LS reply also states that service continuity is desirable in both directions.

It is noted that the questions in the SA6 LS are focused on one specific application (MCPTT), whereas from ProSe perspective it may be argued that the ProSe layer should be able to provide a generic service continuity support, regardless of the application.

However, given that MCPTT is the only public safety application specified by 3GPP in Rel-13, it is our view that in Rel-13 SA2 should focus on addressing the service continuity needs of the MCPTT application, rather than aiming at defining a generic service continuity solution at ProSe level. Besides, most applications that need service continuity in the face of IP address change already support this natively (there are many commercially used and deployed non 3GPP applications that survive IP address change today). So it is quite possible to assume that for application where service continuity is required upon IP address change, this will be supported anyhow at application layer.
It should be further noted that the ProSe service continuity use case under consideration can be addressed at MCPTT layer using the existing IMS Service Continuity mechanisms specified in TS 23.237 (or, in general, by using SIP-based mobility). Such an approach is already described in TR 23.779 clause 5.8.1 and is copied for information in an Annex of this contribution.
As can be seen from the description of this solution:

· It requires no ProSe functionality specific to service continuity;

· It re-uses the existing IMS Service Continuity mechanisms as defined in TS 23.237 with no changes;

· The solution works in both directions, regardless whether the original communication between the UE and the App Server was established via a direct network connection or via a relay;

· The solution works in both make-before-break and break-before-make manner. Make-before-break execution is achieved if the UE is able to perform the SIP INVITE on the target side before it loses the radio link on the source side. Note that Rel-12 ProSe has been designed to support parallel operations over Uu and PC5.

· The solution makes no restrictions on deployment (e.g. no need to use the same PGW before and after handover, as proposed in S2-150092).
· It has no impact on the EPS/ProSe whatsoever (e.g. no need to extend the number of supported radio bearers by extending the EBI field, as proposed in S2-150092).

2
Conclusion

Given the following:

· Service continuity can be addressed at the SIP layer using the existing IMS Service Continuity mechanisms;

· MCPTT is the only public safety application specified by 3GPP in Rel-13 and it fits well with SIP/IMS-layer service continuity (e.g. as described in TR 23.779 clause 5.8.1);

· The SIP/IMS-layer service continuity is applicable in all deployment scenarios, works in both directions and requires no additional functionality in either ProSe or IMS Service Continuity,

It is proposed to agree that in Rel-13 the handling of service continuity for applications that use ProSe services will be left to the applications themselves.
Specific to MCPTT, it is expected that the work on service continuity for MCPTT use cases that rely on ProSe services will be handled by SA6 as part of their study in TR 23.779.
If this view is agreeable, it is proposed to update TR 23.713 with the following text:
=================PROPOSED CHANGE===========================

7.5.3
Solution for service continuity

7.5.3.1
Functional Description


In this release service continuity focus is on the use case where the UE moves between direct network connection and a connection with the network via a ProSe UE-to-NW relay. It corresponds to the following Stage 1 requirement in TS 22.278:

Based on operator policy and user choice, the system shall be able to move a user traffic session of a Public Safety ProSe-enabled UE that is losing connection to the network to a direct ProSe Communication path via a Public Safety ProSe-enabled UE acting as a ProSe UE-to-network relay, which is in direct Communication Range and has connectivity to the network. A mechanism to support service continuity shall be provided and may apply when the traffic is moved. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.

Service continuity is desirable in both directions.
7.5.3.2
Procedures


It is concluded that in Rel-13 service continuity is handled with application-level mechanisms.

Specific to MCPTT, application-level service continuity mechanisms are expected to be studied in TR 23.779.
7.5.3.3
Impact on Existing Entities and Interfaces


There is no impact on the EPS.
==============End of PROPOSED CHANGE======================

Annex
An example of application-level (MCPTT) solution for service continuity
The text below is copied from TR 23.779 clause 5.8.1.
5.8.1
Solution 8-1: SIP-based service continuity between NMO and NMO-R

5.8.1.1
Functional Description

The solution described in this clause allows for service continuity from Network Mode Operation (NMO) to Network Mode Operation via Relay (NMO-R) using application-level mechanisms. The same mechanisms can be used for service continuity in the opposite direction. The solution applies to the ALG Relay for NMO-R described in clause 5.3.1 and is also applicable to any Layer-3 Relay solution for NMO-R.

Editor’s note:
This solution needs to be reviewed with SA2, in particular how it relates to any lower-layer service continuity solution that may be defined as part of the eProSe-Ext work item.
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Figure 5.8.1.1-1: Service continuity from NMO to NMO-R

As illustrated in Figure 5.8.1.1-1:

· Initially UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server (solid line GC1 in Figure 5.8.1.1-1).

· When UE-1 realises that it is losing connection to the network, or after the connection to the network has been lost), UE-1 discovers a UE-NW Relay (UE-R), establishes a PC5 connection with UE-R and enters NMO-R by transferring the MCPTT session (dashed line GC1 in Figure 5.8.1.1-1).

5.8.1.2
Procedures

5.8.1.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from NMO to NMO-R.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.8.1.2.2
MCPTT service continuity from NMO to NMO-R

Depicted in Figure 5.8.1.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, the figure also includes a P-CSCF (not shown for simplicity).
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Figure 5.8.1.2.2-1: MCPTT service continuity from NMO to NMO-R

0. UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server.

1. UE-1 realises that it is losing connection to the network or has completely lost it.

2. UE-1 (in the role of Remote UE) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1: If the step 2 is started after losing connection, the service interruption may be noticeable to the user. 

NOTE 2: Step 2 will be entirely described under in TR 23.713 [6].

3: UE-1 registers with the MCPTT server over the NMO-R leg using the SIP REGISTER method.

NOTE 3: If UE-R is a pure Layer-3 relay, Steps 3a and 3b (REGISTER) are merged in a single step. The same comment applies to steps 3d and 3e (OK).

4. In order to transfer the media streams of an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies the group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

NOTE 4: If UE-R is a pure Layer-3 relay, Steps 4a and 4b (INVITE) are merged in a single step. The same comment applies to steps 4c and 4d (OK).

5. The procedure is completed when all media streams have been transferred on the NMO-R leg. At this point UE-1 may deregister the NMO leg if it still has direct network connection (not shown in the figure).
NOTE 4: The procedure for service continuity is always completed with unicast delivery on the target side. If MCPTT content is being distributed on the target side in multicast mode, then switching from unicast to multicast delivery is performed after completion of the service continuity procedure.

NOTE 5: When ALG Relay is used on the target NMO-R side, if the ALG Relay is already engaged in content distribution for this group, the SIP INVITE goes only as far as UE-R
5.8.1.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
To enable make-before-break continuity, the UE engaged in NMO needs to be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, while still engaged in direct connection to the network. This should already be supported with the Rel-12 radio design for ProSe direct communication.

-
If the UE engaged in NMO loses the direct connection to the network before completing the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, the service continuity is performed in break-before-make manner.

NOTE: In case of break-before-make manner, the service interruption may be noticeable to the user.

Application-level considerations:

-
SIP-based service continuity is enabled in two steps: 1) SIP registration with the MCPTT server over the NMO-R leg; 2) SIP INVITE towards the remote party (which is the MCPTT server itself) informing it of the new transport address (IP address and port number) to be used for the user’s media streams.

IMS-level considerations (i.e. the case where GC1 is based on Gm):

-
Existing procedures for IMS Service Continuity defined in TS 23.237 are used.

5.8.1.4
Solution Evaluation

 The solution uses well-known SIP-based service continuity mechanisms. For IMS-based MCPTT the mechanisms for IMS Service Continuity defined in TS 23.237 are used
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