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1. Introduction
S2-150892 discusses the concept of ProSe Group Priority and how it should signalled to the different nodes and handled by the UE.
In this paper we discuss how to handle differentiation of the different Service Data Flows (SDF) pertaining to the group. This is normally defined as QoS handling in existing systems.
2. How UL traffic prioritisation works in LTE-Uu?
Given ProSe transmissions are using the LTE Uplink (UL) and the signalling from access stratum protocols point of view resembles the mechanisms for UL scheduling. This section provides a background on how UL scheduling works in existing (rel.12) LTE-Uu.
The UE uses UL packet filters contained in the UL TFT in order to categorise the UL traffic to different radio bearers.

The UE has an uplink rate control function which manages the sharing of uplink resources between radio bearers. RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR), which is signalled by the eNB to the UE. The values signalled would be related to the QoS parameters that correspond to the EPS bearer and therefore the radio bearer (since there is one-to-one mapping between RB and EPS bearer). There is a one-to-one mapping between a radio bearer and a logical channel. The eNB provides this mapping and along with the priority and PBR of each logical channel/bearer, it also provides a bucket size duration (BSD) and assigns a logical channel group (LCG) which can take only 4 values. 

The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR (if not set to zero);

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant.

NOTE:
In case the PBRs are all set to zero, the first step is skipped and the radio bearer(s) are served in strict priority order: the UE maximises the transmission of higher priority data.

If more than one radio bearer has the same priority, the UE serves these radio bearers equally.

The UE provides the eNB with buffer status reports. These buffer status reports are per LCG. The eNB provides uplink scheduling grants based on the buffer status reports and the priority of the LCG that the UE requests resources for. The LCG priority is typically determined from the QoS information that applies to the corresponding EPS bearer since there is one-to-one mapping between the EPS bearer and radio bearer.

Now, there are three aspects worth noting:

1. The buffer status reports are designed to minimize signalling overhead. It would not be advised to extend them to provide additional information, like which type of flow is present at the UE buffers.

2. The eNB provides uplink scheduling grants to the UE, and not to particular logical channel/bearer. The UE uses the grants based on the priority/PBR of each logical channel.

3. The uplink scheduling grants that are provided per UE take into account the priorities of the LCG the UE requests resources for

Observation 1: Existing UL scheduling relies on the network providing UL packet filters (via means of UL TFT contained in NAS) to categorise the traffic to different RB and in turn different LCGs.
Observation 2: Existing UL scheduling is based on priorities and PBR values assigned to the 4 LCGs derived from the QoS parameters of the corresponding EPS bearer(s) (e.g. QCI, GBR, MBR etc).

3. How traffic prioritisation (QoS) can work in PC5?

In ProSe the Sidelink BSR (since rel.12) contains 4 LCGs that in rel.12 “remain unused” (all traffic in rel.12 uses LCGID=3).
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In ProSe architecture though we have no mechanism defined (in rel.12/13) to signal UL packet filters related to ProSe that would allow the UE to categorise the traffic to different LCGs and there is no EPS bearer in order to communicate the QoS parameters that could allow the eNB to deduce the PBR and priority that applies to each LCG.
In addition to that the ProSe UE in mode 2 is expected to work “autonomously” (e.g. out of coverage) and schedule resources in the resource pool without having an RRC connection established to the eNB or needing to send BSR.
Observation 3: ProSe has no defined mechanism to signal UL packet filters (for ProSe) to allow the UE to split traffic to different LCGs.

Observation 4: In ProSe there is no associated EPS bearer and as such QoS information provided to the eNB that could allow the eNB to deduce the priority and PBR that would apply to each LCG
Observation 5: In mode 2 ProSe Direct Communication, the UE can operate without connection to eNB and need to be able to apply traffic prioritisation (QoS) mechanism without eNB involvement.

In order to close these gaps the following options are possible in order to define
1) How to split traffic to different LCGs for ProSe

2) How to signal to eNB the priorities assumed for each LCG
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Option 1: Application signals a priority value per packet

In this option (which is similar to what was proposed in S2-144283 [1]) the application is expected to signal a priority value per packet. 

The rules of how this priority value determines the mapping to the LCG is either: 

a.) left undefined and up to UE implementation or 

b.) rely on a standardised rules between UE and eNB of e.g. LCGID=0 having the highest priority, LCGID=1 the second higher etc.
c.) extend RRC signalling for ProSe to provide priorities per each LCG

(+) No much (if any) standardisation effort

(-) No network (PLMN) control for the allocation of traffic to different LCG

(-) In a) no knowledge to the eNB for the priorities assumed to each LCG by the UE implementation 

(-) In b) no flexibility in UE and eNB to change the priorities between the different LCGs

Option 2: Application signals a priority value per packet, UE maps to the appropriate LCG based on network provided rules
In this option it is assumed like in option 1 that the application provides a packet priority using a specific format (e.g. DSCP value) but in addition the network provides rules on how to map the packet of certain priority value to the LCGs. The priorities pertaining to each LCG can be signalled to the eNB at time of RRC establishment for mode 1 and eNB can confirm/change and handled locally in the UE for mode 2.
(+) Network can provide rules of how specific application provided priorities should be handled and mapped to LCGs
(-) Extension to RRC signalling of rel.12 is required

(-) eNB has no means to validate what the UE indicates as LCG priority
Option 3: Network signals TFT for ProSe/D2D, each D2D connection is associated with one EPS bearer
In this option it is assumed that a TFT is provided for D2D traffic at EPS bearer establishment. The TFT can be associated with a specific EPS bearer and as such the eNB can use the EPS bearer QoS information in order to determine the priority of the LCGs in mode 1.

For mode 2 the UE can “store/cache” the TFTs related to D2D/ProSe and determine the priorities based on that.
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(+) Network provides D2D TFT that associates each ProSe traffic to a EPS bearer and allows system (UE, eNB) to determine the priority

(+) eNB can validate and determine the priority of each LCG

(-) Extension to RRC signalling of rel.12 is required

(-) Extension to NAS is required to signal D2D TFT

==//==

Based on the above analysis option 3 is the complete solution that would make ProSe traffic differentiation as much closer to LTE/EPS QoS mechanisms. Taking though into account that option 3 has significant standardisation impact and would involve a number of WGs and that SA2 has only one meeting left to complete the study phase of eProSe-EXT, it is proposed not to consider in rel.13.
Option 1 provides no means to control how the ProSe traffic will be prioritised other than via implementation specific mechanisms. This option provides no better functionality than the status quo in rel.12. 

Option 2 provides a possible compromise that allows the network to provide some priority rules (e.g. based on DSCP) and eNB (in mode 1) to schedule the traffic according to those. This option is extensible to option 3 in e.g. future release.
Proposal 1: It is proposed to handle ProSe traffic differentiation (QoS) with option 2 in rel.13

5. Proposal

It is proposed to agree on the proposal below: 
Proposal 1: It is proposed to handle ProSe traffic differentiation (QoS) with option 2 in rel.13

This proposal is reflected in the changes shown below.  
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>>>Start Changes<<<
7.5
Other ProSe Direct Communication related aspects

Editor’s note:
This clause will contain the solutions for other communication related aspects such as service continuity, QoS enhancements/premption etc as listed in objective ix of eProSe_Ext WID
7.5.x
Solution for ProSe QoS

7.5.x.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 

ProSe QoS provides the means to differentiate between Service Data Flows (SDFs) within the same ProSe Direct Communication group call.

The UE application provides a ProSe per-Packet Priority (PPP) value from a range of possible values. 

Editor’s Note: How the priority value is signalled from the application layer to the lower layers in the UE is FFS. It is possible for instance the IP DSCP header to be used for this purpose.
The network/PLMN provides a set of rules that determine the mapping between the ProSe per-Packet Priority (PPP) values and the ProSe QoS Classes.

Editor’s Note: How many ProSe QoS Classes are supported is FFS. 
Editor’s Note: How the rules that map the PPP to ProSe QoS Class are configured in the UE is FFS. For instance they can be configured using PC3 signalling from ProSe Function, or signalled via NAS.  

The access stratum uses the ProSe QoS class associated with the protocol data unit to prioritise intra-UE transmissions (i.e. protocol data units associated with different priorities awaiting transmission inside the same UE). 
NOTE: 
How ProSe QoS Class is used in access stratum signalling e.g. RRC, Sidelink MAC will be defined in RAN WGs.

7.5.x.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.5.x.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

UE 

-
Is configured with a set of rules providing mapping between ProSe per-Packet Priority (PPP) and ProSe QoS Class
Impacts to other elements is FFS.

7.5.2 
Topics for further study on other communication related aspects

Editor’s note:
Topics for FFS will be collected for this particular functionality. 

For ProSe QoS the following aspects need to be further investigated: 

- 
It is FFS how the priority value is signalled from the application layer (PPP) to the lower layers in the UE. It is possible for instance the IP DSCP header to be used for this purpose.
-
It is FFS how many ProSe QoS Classes are supported
-
It is FFS how the rules that map the PPP to ProSe QoS Class are configured in the UE
7.5.3
Conclusions on other communication related aspects

Editor’s note:
Conclusions will be collected for this particular functionality
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