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1. Discussion

This document provides a comprehensive solution on UE to Network Relay for ProSe and builds on the solution to provide service continuity with the principle of “make before break”, in most scenarios possible without affecting the system performance negatively.
 It presents solutions and proposals for the continued work based on agreed soln for UE to Network Relay for ProSe in TS 23.303 and adopted for Rel-13 TR 23.713. 
The use of ProSe UE- to-Network relaying is to extend the coverage of the network beyond the coverage of the eNB. This is illustrated in Figure 1.
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Figure 1 – ProSe UE-to-Network Relay (Figure 7.2.1.2.1 TR 23.713 V1.0.0)

The figure shows the scenario when the Remote UE is Out-of-network coverage. The scenario when the Remote UE is in coverage of the network, will be discussed later. For service continuity the requirements in TS 22.278 state that “the system shall be able to move a user traffic session of a Public Safety ProSe-enabled UE that is losing connection to the network to a direct ProSe Communication path via a Public Safety ProSe-enabled UE acting as a ProSe UE-to-network relay, which is in direct Communication Range and has connectivity to the network. A mechanism to support service continuity shall be provided and may apply when the traffic is moved.” and that this switch shall be done without user perception.  In order to minimize the interruption time when this switch occurs we argue that there might be short periods of time when the UE is within coverage of the network, while at the same time being served by the ProSe UE-to-Network Relay. It should therefore be clear that solutions developed for the ProSe UE-to-Network Relay needs to take Service Continuity into account when being evaluated.
This paper addresses the ProSe UE-to-Network relaying and Service Continuity scenarios by outlining a solution taking the service requirements into account.
Service continuity is an important feature of EPS. The different handover cases have been carefully designed to, when needed, enable a seamless end user experience. When introducing support for ProSe UE-to-Network relays in EPS, this well established principle of maintaining service continuity for sessions established in control of the EPS, should be maintained. The precondition in all scenarios is that Relay UE2 has a PDN connection and valid authorization to be a ProSe relay.
2. Solution Description
The solutions are based on the following principles:

1. Service continuity is maintained for a PDN connection established while a ProSe UE was in EPS coverage, even if this UE temporarily moves out of coverage, and maintains its connectivity via a ProSe UE-to-Network-relay. 

2. IP address preservation implying e.g. that the IP address allocated to the ProSe UE by the PGW is kept even when UE moves temporarily out of coverage while maintaining its PDN connection via a ProSe UE-to-Network-relay, see also S2-150799 proposed assumption for ProSe Service Continuity.
3. “Make-before-break” principle, implying that the ProSe UE temporarily keeps the “previous” path (PC5 or Uu) until the “new” path has been established, in order to minimize any packet loss and/or packet delay.

4. RAN assistance to support the setup of a ProSe UE to ProSe UE-to-Network relay connection over PC5: ProSe UE-to-Network relay selection by an out-of-coverage ProSe UE is based on network-controlled rules, while for the case of an in-coverage UE it is decided by RAN. This is consistent with the current principle that eNB controls UE mobility while in coverage. For more details on RAN assistance see also upcoming contributions in RAN2.
The following main scenarios have been identified: 
1. Setup of direct communication from a remote ProSe UE1 via a ProSe UE-to-Network relay UE2 while the UE1 does not have a PDN connection. Note: In this scenario no service continuity can maintained. 

2. Service continuity: Switching an existing PDN connection for UE1, from using EPC path, to using relay path via ProSe UE-to-Network relay UE2, while maintaining service continuity, when UE1 leaves E-UTRAN coverage.

3. Service continuity: Switching an existing PDN connection for UE1, from using relay path via ProSe UE-to-Network relay UE2, to using EPC path, while maintaining service continuity, when UE1 re-enters E-UTRAN coverage.

The solution has the following characteristics:

· Use of a GTP tunnel between the PGWs of the remote UE and ProSe UE-to-Network relay UE

· The remote UE, when out of coverage, is not known by RAN, i.e. there is no serving eNB context of the remote UE. 

· The serving MME maintains the context of a remote UE until it is deleted using the normal implicitly detach typically used by the MME.

· While being in coverage and having an RRC connection, we keep the principle that E-UTRAN controls the UE mobility. For maintaining the service continuity, E-UTRAN decides therefore whether to perform handover or to connect via a ProSe UE-to-Network relay, based on e.g. UE measurement reports. 

2.1 Scenario 1: Setup of a new connection from a remote ProSe UE1 via a ProSe UE-to-Network relay UE2 while the UE1 does not have a PDN connection
This is included here as a scenario in order to illustrate the situation where the Remote UE have not yet connected to any network and as such starting in the mode of Remote UE from the beginning.
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Figure 1:  Scenario 1
1.  UE2_Relay has a PDN connection established and is authorized by the network to be ProSe UE-to-Network relay. It may or may not have an RRC connection established at this point.

2. UE1 discovers and selects UE2_Relay, based on network-configured rules.

3. The PC5 control plane connection between UE1 and UE2_Relay is established. 

4. 
Triggered by the PC5 establishment, UE2_Relay uses, if necessary, a NAS procedure to setup the route in network to handle the remote UE. 

5. 
When the relay route has been established, UE2_Relay indicates to UE1 that the establishment of the UE-Relay connection is successful.
2.2 Scenario 2: Switching an existing PDN connection for UE1, from using EPC path, to using relay path via ProSe UE-to-Network relay UE2, while maintaining service continuity, when UE1 leaves E-UTRAN coverage
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Figure 2:  Scenario 2
1.  UE1 has a PDN connection established. It may or may not have an RRC connection.

2. 
UE2_Relay has a PDN connection established and is authorized by the network to be ProSe UE-to-Network relay. It may or may not have an RRC connection established at this point.

3. UE1 discovers and selects UE2_Relay, using E-UTRAN assistance.

4. The PC5 control plane connection between UE1 and UE2_Relay is established. 

5. 
UE2_Relay uses a NAS procedure to setup the route in network to handle the remote UE. In this case, the EPC will setup a tunnel between the PGW of the two UEs, to maintain service continuity. 

6. 
When UE2_Relay receives successful response from the EPC, it indicates to UE1 that the establishment of the UE-Relay connection is successful.
 7. 
If there is an RRC connection, E-UTRAN may now release it using normal inactivity timer mechanisms.
2.3 Scenario 3: Switching an existing PDN connection for UE1, from using relay path via ProSe UE-to-Network relay UE2, to using EPC path, while maintaining service continuity, when UE1 re-enters E-UTRAN coverage
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Figure 3: Scenario 3
1.  UE2_Relay has a PDN connection established and is authorized by the network to be ProSe UE-to-Network relay. It may or may not have an RRC connection established at this point.

2. 
UE1 has a PC5 connection established to UE2_Relay, which performs relaying of a PDN connection of UE1, using an EPC tunnel, previously established (using scenario 2).

3. 
UE1 enters E-UTRAN coverage.

4. 
UE1 establishes an RRC connection.

5. 
UE1 uses a NAS procedure to requests resources for the EPC path. When UE1 has received the requested resources for the EPC path it may start transmitting data in the UL.

6. 
UE1 may now request to release the PC5 connection to UE2_Relay.

3. Switching Procedure from RAN Perspective
Note: this is included here for completeness & better understanding of the full solution, the details are for RAN WGs to discuss & agree.
3.1 E-UTRAN assisted relay discovery 
From RAN point of view, we distinguish between two ways of triggering the switching between EPC path and relay path and setup of the relayed connection. In both cases, there is E-UTRAN assistance.
UE-triggered connection/switch: in this case the relayed connection is triggered by the remote UE, the selection of the most suitable ProSe UE-to-Network relay UE is performed based on pre-configured rules, which are in turn assigned by E-UTRAN. Such rules are based on radio measurements and parameters as well as authorization aspects and are discussed in more detail in relevant RAN papers. The E-UTRAN is also involved in the relay selection because it may refuse acknowledging a relayed connection for a specific multi-hop link, possibly based on radio measurements. Note that remote UE-triggered relay connection/switch is only allowed for Out-of-network coverage remote UEs.

eNB-triggered connection/switch: in this case, the relayed connection is triggered by the eNB and the selection of the most suitable ProSe UE-to-Network relay UE is performed by E-UTRAN which in turn commands the remote UE to trigger the “UE-Relay connection setup” procedure. E-UTRAN may trigger the switch based on radio measurements both from the remote and relay UEs as configured within the “E-UTRAN assisted relay discovery” procedure. 
In order to perform relay selection, both the remote and relay UEs need to measure and possibly report to each other and to the eNB radio-related parameters and measurements.
Moreover, there are two ways to discover a ProSe UE-to-Network relay UE route that may potentially be used for a connection: “Remote UE initiated”: the remote UE sends an event-driven message asking for assistance from a ProSe UE-to-Network relay UE. Note that this has been sometimes (incorrectly) referred to as Model B discovery. “Relay initiated”: the ProSe UE-to-Network relay UE announces itself as a potential relay. This can be a periodic announcement or an event-triggered message (e.g., a response to a “remote UE initiated” relay discovery procedure). Note that this has been sometimes (incorrectly) referred to as Model A discovery.

.
4. End to End with Core Network Detailed Solution
The UE IP address is allocated by the PGW, to which the PDN connection subject to Service continuity was first set up. This IP address may be part of an IP address space handled by this PDN GW. For routing reasons, the IP address should be kept in the same PGW and can’t be changed. Therefore the original PGW for the Service must be kept to achieve IP preservation and by that service continuity to be maintained. As it cannot generally be guaranteed that the Remote UE and the Relay UE initially are connected towards the same PDN-GW, except if APN configuration for connectivity towards a specific ‘ProSe relay enabling PDN-GW’ would be used and the UEs are in the same PDN GW part of the network.
For each of the scenarios 2 and 3 there are given two alternatives to maintain service continuity: 

Alt A: Tunneling of packets for UEs connected to different PGWs may be done by inter-node data forwarding within the EPC. 

Alt B:  Activating, for the Relay UE (UE2_Relay), a new PDN connection to the remote UEs (UE1) PDN-GW (PGW1). This alternative B, setting up for the Relay UE a new PDN Connection for each remote UE, may imply the penalty of in some situations using up maximum number of available EBIs. This would limit the number of remote UEs possible to connect to each Relay UE. In particular if QoS and multiple dedicated bearers are considered. One possible way to lift the limitation of the EBI would be an EBI extension and thereby opening up for connecting more remote UEs to a Relay UE. The implications on existing protocols from EBI extension need to be considered in stage 3. How to extend EBI is a stage 3 issue, but if to extend it or not is an architecture matter, since it changes how many UEs can be supported by a Relay UE associated with having individual bearers per remote UE.

For both alternatives A and B the same RAN handling can be performed.

The scenario 1 is not further discussed in this section as for the core network this will be a UE2_Relay triggered UE PDN connection activation, see section 5.10.2 UE requested PDN connectivity in TS23.401. The EPC will have no knowledge of the remote UE1.   

4.1 Detailed CN signaling diagram for scenario 2, UE1 switching from direct network connection to network connection via UE-to-Network relay.

Below are two alternative handover procedures showing how session continuity can be handled when UE moves from direct network connection to connection via UE-to-Network relay. The RAN handling and triggering of the CN procedure is shown on a high level and not detailed any further here. 
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Figure 4: (Alt A) Detailed CN signaling for switching from direct network connection to network connection via UE-to-NW relay using bidirectional data forwarding between PGWs (PGW1 and PGW2)
1-7. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.

8. 
Route Reconfiguration.
Based on the request from UE2_Relay this sequence of signaling (steps 9-20) will setup a bidirectional data forwarding between UE1s PGW and the UE2_Relays PGW.

9.
The UE2_Relay sends a request to the MME2 to set-up a bidirectional data forwarding between UE2s PGW and UE1s PGW. This message contains the UE1s GUTI (GUTI1).

10. The MME2 performs a Context Request to MME1 to get information about the UE1s PGW. MME2 uses the UE1s GUTI to find MME1.

11. MME2 gets the requested UE1 context from MME1.

12-19. In these steps the bidirectional data forwarding are set-up between UE2s and UE1s PGWs.

20. This step acknowledge to UE2_Relay the establishment of the data forwarding between UE2s and UE1s PGWs

21-24. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.
25. S1 Release is triggered for UE1. 
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Figure 5: (Alt B) Detailed CN signaling for switching from direct network connection to network connection via UE-to-NW relay using new PDN Connection to the remote UEs PGW (PGW1). 
1-7. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.
8. 
Route Reconfiguration. 
The alternative is in principle the same signaling as perform in section 5.10.2 UE requested PDN connectivity of TS23.401 but in this case UE2_Relay request a PDN Connection to be setup to the UE1s PGW. 

9. 
The UE2_Relay sends a request to the MME2 to set-up a PDN Connection to the UE1s PGW. This message contains the UE1s GUTI (GUTI1).

10. The MME2 performs a Context Request to MME1 to get information about the UE1s PGW. MME2 uses the UE1s GUTI to find MME1.

11-12. MME2 sends a Create Session Request to PGW1 via SGW2. The message indicates handover indication and the UE1s IP address.

13-14. PGW1 responds with a Create Session Response.

15. Same as steps 7-12 in section 5.10.2 UE requested PDN connectivity in TS23.401.

16-19. Modify Bearer Request is including the eNB2 TEID/IP address and the handover indication triggers the start of sending UL data to SGW2.

21-24. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.
25. S1 Release is triggered for UE1.
4.2 Detailed CN signaling diagram for scenario 3, UE1 re-entering E-UTRAN coverage switching from network connection via UE-to-Network relay to direct network connection.

Below are two alternative handover procedures showing how session continuity can be handled when UE moves from connection via UE-to-Network relay to direct network connection. The precondition is that UE1 has previously been registered in the EPC i.e. the UE1 re-enters E-UTRAN coverage. When UE1 re-enters E-UTRAN coverage it will trigger a Service Request indicating it is connected to a UE-to-Network relay. 
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Figure 6: (Alt A) Detailed CN signaling for switching from network connection via UE-to-NW (UE2) relay to direct network connection, using bidirectional data forwarding between PGWs (PGW1 and PGW2) when the UE1 re-enters E-UTRAN coverage
1-3. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.

4. 
Route Reconfiguration
This signaling sequences (steps 5-11) are in principle a Service Request procedure (see section 5.3.4.1 UE triggered Service Request in TS23.401) but added is a deletion of the data forwarding between the UE1 PGW and the UE2_Relay PGW shown in steps 9-11. 

5. 
When UE1 enters E-UTRAN coverage it sends a Service Request indicating that it has a PC5 connection used for UE-to-Network relay and the GUTI for the UE2_Relay (GUTI2) is also transferred.

6. 
Same as steps 2 to 7 in clause 5.3.4.1 UE triggered Service Request in TS23.401. 
Uplink traffic over Uu/S1 can be started in this step.

7. 
The MME1 sends a Modify Bearer Request to SGW1 including the eNB1 TEID/IP address to setup down link S1_U. This message will also indicate to SGW1 to send a Modify Bearer Request to PGW1 to start sending down link data for UE1 over S5 to SGW1.
After these step the down link data can be sent over Uu/S1_U.  

8. 
PGW1 and SGW1 respond with a Modify Bearer Response to MME1.

9.  
MME1 sends a Delete Data Forwarding Command to MME2. MME1 uses the GUTI2 received in step 5 to find MME2.

10-11. MME2 sends a Delete Data Forwarding Request to PGW2 via SGW2.

12-13. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.
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Figure 7: (Alt B) Detailed CN signaling for switching from network connection via UE-to-NW relay to direct network connection using new PDN Connection to the remote UEs PGW (PGW1) when the UE1 re-enters E-UTRAN coverage.  
1-3. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.

4. 
Route Reconfiguration.
This signaling sequences (steps 5-8) are in principle a Service Request procedure (see section 5.3.4.1 UE triggered Service Request in TS23.401). 

5. 
When UE1 enters E-UTRAN coverage it sends a Service Request indicating that it has a PC5 connection used for UE-to-Network relay and the GUTI for the UE2_Relay.

6. 
Same as steps 2 to 7 in clause 5.3.4.1 UE triggered Service Request in TS23.401.
Uplink traffic over Uu/S1 can be started in this step.

7. 
The MME1 sends a Modify Bearer Request to SGW1 including the eNB1 address and TEID to setup down link S1_U. This message includes also a handover indication which triggers a Modify Bearer request to PGW1 to start sending down link data for UE1 over S5 to SGW1.
After this step the down link data can be sent over Uu/S1_U.  

8. 
PGW1 and SGW respond with a Modify Bearer Response to MME1.

9-10. These steps are described for completeness purposes and actual procedures are further developed in RAN WGs.
11. When the relay connection is released the UE2_Relay triggers a UE initiated PDN disconnection for the PDN connection to PGW1 previously used by UE1.
5. Proposal

It is proposed that the Sections 2 & 4 are captured in TR 23.713 v0.4.0 as the solution for UE to Network Relay and Service Continuity.
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