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Abstract of the contribution: This contribution proposes a key issue on loss of backhaul for inclusion in TR 23.797.
1
Proposal
It is proposed to agree the proposed key issue for inclusion in TR 23.797.

######################### TEXT PROPOSAL FOR TS 23.797 #########################
5
Key Issues
5.X
Key Issue X: Loss of backhaul
Depicted in Figure 5.x-1 is an E-UTRAN before a disaster.
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Figure 5.x-1: E-UTRAN before a disaster
All eNBs have an S1 interface with the Evolved Packet Core (EPC). Furthermore, eNBs are interconnected  with X2 interfaces as defined by the operator.

Depicted in Figure 5.x-2 is the same E-UTRAN following a disaster that cuts a subset of eNBs from the EPC. After detecting loss of S1 connection, the impacted eNBs detect that some EPC nodes can be reached via the E-UTRAN transport network and/or via neighbouring eNBs, and initiate IOPS operation with limited EPC access by restoring a temporary S1 connection towards the EPC.
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Figure 5.x-2: E-UTRAN with limited EPC connectivity after a disaster
Depicted in Figure 5.x-3 is the same E-UTRAN following a disaster that cuts all eNBs from the EPC. The eNBs detect loss of S1 connection, but are unable to initiate IOPS operation with limited EPC access as they are unable to detect any reachable EPC node.
A System-in-a-Box (SiaB) is deployed at the incident spot including basic EPC functionality (MME, SGW, PGW, “HSS/AuC”), application server functionality (e.g. MCPTT AS) and zero or more Nomadic eNB(s). The SiaB is “plugged” into the E-UTRAN transport network and/or to a subset of the impacted eNBs. After detecting the presence of a SiaB, the impacted eNBs initiate IOPS operation by restoring a temporary S1 connection towards the SiaB.
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Figure 5.x-3: E-UTRAN with no EPC connectivity after a disaster
For this key issue the following needs to be studied at least:

-
detection of EPC nodes that are reachable via the E-UTRAN transport network and/or neighbouring eNBs and restoration of temporary S1 connection with the EPC.
-
detection of presence of a System-in-a-Box “plugged” into the E-UTRAN transport network and/or neighbouring eNBs and restoration of temporary S1 connection with the SiaB.
NOTE 1: The solutions for this key issue are to be studied in RAN3.
NOTE 2: The security aspect of the SiaB case are described as a separate key issue.
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