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Abstract of the contribution: Proposes a self-organising neighbour discovery and selective forwarding technique for the relaying of off-network MCPTT communications that does not depend upon static or semi-static relay relationships.
1
Discussion of Problem
This contribution addresses the discovery and selection of UE-to-UE Relays for the purposes of the distribution of MCPTT group communication in off-network scenarios.
It is clear that in the first instance the primary public safety use for off-network ProSe communication will be to transport MCPTT communications between multiple UEs in a point-to-multipoint fashion.
Typical MCPTT communication will involve multiple, and often frequent, changes of the source point of the traffic.  At any point in time voice packets generated at the current source UE will (ideally) need to be communicated to all other UEs affiliated to the relevant communications group and using off-network MCPTT communications in that geographic location.  The discovery and establishment of static or semi-static point-to-point relay relationships will not address the fluid nature of the relationships between UEs, due to their mobility, nor will it address the frequent and unpredictable change of source UE.
If the UEs were static then it might make sense for the UEs to establish semi-static relay relationships with all or several of the UEs in communication range.  However, given the mobility of UEs and the unpredictable nature of Prose communication a different approach is required in order to provide effective UE-to-UE relay support for a population of MCPTT users at an incident location.

2
Possible Solutions
2.1
Hop limited flooding

The simplest approach is to not attempt any relay node discovery or selection, rather to have every node perform multicast forwarding. With classic flooding, all routers (relay nodes) forward each received multicast packet exactly once. In this case, the need for any relay set selection or collection of neighbourhood topology information is eliminated, at the expense of additional network overhead incurred from unnecessary packet retransmissions. However, with classic flooding duplicate packet detection functionality is required in order to prevent nodes forwarding packets more than once.
By default, each node in the ad-hoc network is enabled to retransmit each distinct flooded packet that it receives.  However, in some cases, additional control signalling may be used to reduce the number of nodes that perform this retransmission, in order to reduce the overall bandwidth consumption and the congestion which can be caused by excessive flooding.
In the following section we consider an approach, to limiting the forwarding of packets, which is applicable to group communications.
2.2
Altruistic multicast forwarding
2.2.1
Overview

This approach draws upon principles used by other neighbour discovery and routing protocols (e.g. MANET-NHDP RFC 6130).  It is based upon a local exchange of HELLO messages so that each router (relay) can determine the presence of, and connectivity to, its 1-hop and symmetric 2-hop neighbours. The approach taken follows the example of distance vector routing protocols, in the sense that link information is only collected from immediate neighbours, rather than trying to collect full link state information.
1-hop neighbourhood information is recorded to determine direct (1-hop) connectivity to neighbouring relays. 2-hop neighbourhood information with group interest information is recorded. Continued tracking of neighbourhood changes, link bi-directionality, and local topological information up to two hops permits the use of a flooding reduction technique for efficient traffic dissemination.
This solution assumes that all MCPTT UEs are ProSe UE-to-UE Relay capable and authorised.  Therefore, in the following discussion we make reference to “UEs” and/or “Relays” depending upon whether it is the terminal or relay functionality that is being considered, but it is assumed that both sets of functionality are present in each device.

The solution depends upon the exchange of a single type of signalling message to maintain distributed knowledge of the ProSe links and knowledge of UEs interest in each MCPTT Group.

The solution proposed includes a relay hop count (TTL) with a very low initial value in order to counter potential problems with routing loops and also to limit the staleness of relayed user plane data.
2.2.2
Exchange of HELLO messages

Each relay broadcasts HELLO messages periodically at a regular interval, known as HELLO_INTERVAL. The HELLO_INTERVAL may be fixed, or may be dynamic. For example, the HELLO_INTERVAL may be backed off due to congestion. If collision on the ProSe interface may be a problem then the messages should be jittered. 
The HELLO messages include three types of record:

1) A list of MCPTT Groups whose data traffic the UE, of the transmitting relay, wants to receive.
2) A list of addresses of neighbour UEs from whom the transmitting relay has recently received a HELLO message.
3) Interest Records (Relay-x, Group-y) each of which corresponds to a report by Relay-x that it is interested in Group-y

The information to generate the records of type (1) is obtained purely locally.  The information to generate records of types (2) and (3) is obtained from received HELLO messages.
The relay listens for HELLO messages and builds up a 1-Hop Neighbour Information Base of records of other relays from which it has received HELLO messages. The relay is thus able to maintain a list of 1-hop neighbours. The records in this list are individually subject to decay in the relay, so if no new HELLO message is received by relay A from relay B then that record (for relay B) is removed from the information base after (N1 x HELLO_INTERVAL) in relay A. When relay A sends a HELLO message the information to generate records of type (2) is obtained from the 1-Hop Neighbour Information Base.
The relay is able to build a 2-Hop Neighbour Information Base by inspecting the records of type (2). Thus, if Relay A receives HELLO messages from six other relays, then it knows, for each of those relays, which relays they have received HELLO messages from in turn. 

The relay also builds up an Interest Information Base of records of other relays that have indicated interest in various MCPTT Groups via a HELLO message.  These Interest Records are individually subject to decay in the relay, so if no new HELLO messages are received by relay A indicating interest in Group X from relay B then that record (for relay B and Group X) is removed from the information base after (N1 x HELLO_INTERVAL) in relay A. When relay A sends a HELLO message the information to generate records of type (3) is obtained from the Interest Information Base.
The group interest information carried by records of type (3) is likely to change less frequently than the link state information carried by records of type (2). Therefore, in order to reduce the bandwidth consumption of HELLO messages the records of type (3) may be repeated at a less frequent rate than HELLO_INTERVAL but also sent after a change to received information.

By observing when its own address is reported in a received HELLO message the recipient relay is able to determine which 1-hop neighbours are in fact symmetric 1-hop neighbours.
2.2.3
Relay of user plane data

When a relay receives a user plane packet it performs the following checks:

1. Is the packet TTL > 0? If not the packet is passed for local processing but is not considered for relaying;

2. Does the Interest Information Base contain any (undecayed) records of other UEs that are interested in the MCPTT Group to which the user plane packet is addressed? If so, then
3. Does the 1-Hop Neighbour Information Base contain any records of UEs that are interested in the MCPTT Group of the packet, for which there are NOT any records of the packet source address as a 2-hop neighbour?

4. Is that 1-hop neighbour a symmetric 1-hop neighbour?

If the above checks have all been passed then the relay has received a packet that a symmetric 1-hop neighbour is interested in, but has probably not been received by that neighbour.  In which case the local device decrements the TTL count in the packet and re-transmits it.
Thus, relay devices are able to (altruistically) selectively relay traffic in a process that does not depend upon point-to-point static or semi-static relay relationships between devices.  By means of the HELLO message signalling neighbour and interest information may be maintained in a self-organising fashion.
The initial value of packet TTL parameters may be made configurable.  In the case of MCPTT voice traffic the initial TTL value may be configured to a conservative value (e.g. to 1) to restrict bandwidth consumption by relayed traffic and to limit the staleness of the voice packets.
3
Terminology

link:  A link between two ProSe UEs exists if either can be heard by the other.

symmetric link:  A symmetric link between two ProSe UEs exists if both can be heard by the other.

1-hop neighbour:  A router X is a 1-hop neighbour of a router Y if router X is heard by router Y.

symmetric 1-hop neighbour:  A router X is a symmetric 1-hop neighbour of a router Y if a symmetric link exists between router X and router Y.

2-hop neighbour:  A router X is a 2-hop neighbour of a router Y if router X is a 1-hop neighbour of a 1-hop neighbour of router Y, but is not router Y itself.
4
Text Proposal
It is proposed to agree the following changes to TR 23.779.

<< FIRST CHANGE >>

5.X
Solution X: Self-organising discovery and UE-to-UE Relay of DMO communications
5.X.1
Functional Description

This solution addresses the discovery and selection of UE-to-UE Relays for the purposes of the distribution of MCPTT traffic in off-network (DMO) ProSe direct communication scenarios.
The solution draws upon principles used by other neighbour discovery and routing protocols (e.g. MANET-NHDP RFC 6130) to perform neighbour discovery and relay self-selection in a self-organising manner.  It is based upon a local exchange of HELLO messages so that each router (relay) can determine the presence of, and connectivity to, its symmetric 1-hop and 2-hop neighbours. 

This solution assumes that all the UEs involved in the off-network group communication are ProSe UE-to-UE Relay capable and authorised.  Therefore, in the following description references to “UEs” and/or “Relays” are equivalent and depend upon whether it is the terminal or relay functionality that is being considered, but it is assumed that both sets of functionality are present in each device.

The solution depends upon the exchange of a single type of signalling message to maintain distributed knowledge of the status of links between MCPTT DMO (ProSe) neighbours and knowledge of UEs interest in each MCPTT Group.
In each UE-to-UE Relay:

· 1-hop neighbourhood and MCPTT group interest information is recorded to determine direct (1-hop) symmetric connectivity in order to identify neighbouring UEs which may benefit from re-transmissions by this relay.
· 2-hop neighbourhood and MCPTT group interest information is recorded in order to identify source UEs whose transmissions may not be heard by the 1-hop symmetric neighbours UEs unless this UE-to-UE Relay re-transmits the data.

· Continued tracking of neighbourhood changes, link bi-directionality, and local topological information up to two hops permits the use of a flooding reduction technique for efficient traffic dissemination.
The solution includes a relay hop count (TTL) with a very low initial value in order to counter potential problems with routing loops and also to limit the staleness of relayed user plane data.
5.X.2
Procedures

5.X.2.1
General

The following procedures are specified:
· Exchange of HELLO messages

· Relay of user plane data for MCPTT communication
5.X.2.2
Exchange of HELLO messages

Each relay broadcasts HELLO messages periodically at a regular interval, known as the HELLO_INTERVAL. The HELLO_INTERVAL may be fixed, or may be dynamic. For example, the HELLO_INTERVAL may be backed off due to congestion. If collision on the ProSe interface may be a problem then the messages should be jittered. 

The HELLO messages include three types of record:

1)
A list of MCPTT Groups whose data traffic the UE, of the transmitting relay, wants to receive.

2)
A list of addresses of neighbour UEs from whom the transmitting relay has recently received a HELLO message.

3)
Interest Records (Relay-x, Group-y) each of which corresponds to a report by Relay-x that it is interested in Group-y

The information to generate the records of type (1) is obtained purely locally.  The information to generate records of types (2) and (3) is obtained from received HELLO messages.

The relay listens for HELLO messages and builds up a 1-Hop Neighbour Information Base of records of other relays from which it has received HELLO messages. The relay is thus able to maintain a list of 1-hop neighbours. The records in this list are individually subject to decay in the relay, so if no new HELLO message is received by relay A from relay B then that record (for relay B) is removed from the information base after (N1 x HELLO_INTERVAL) in relay A. When relay A sends a HELLO message the information to generate records of type (2) is obtained from the 1-Hop Neighbour Information Base.

The relay is able to build a 2-Hop Neighbour Information Base by inspecting the records of type (2). Thus, if Relay A receives HELLO messages from six other relays, then it knows, for each of those relays, which relays they have received HELLO messages from in turn. 

The relay also builds up an Interest Information Base of records of other relays that have indicated interest in various MCPTT Groups via a HELLO message.  These Interest Records are individually subject to decay in the relay, so if no new HELLO message is received by relay A indicating interest in Group X from relay B then that record (for relay B and Group X) is removed from the information base after (N1 x HELLO_INTERVAL) in relay A. When relay A sends a HELLO message the information to generate records of type (3) is obtained from the Interest Information Base.

Editor's note:
The decay factor “N1” is FFS.
The MCPTT group interest information carried by records of type (3) is likely to change less frequently than the link state information carried by records of type (2). Therefore, in order to reduce the bandwidth consumption of HELLO messages the records of type (3) may be repeated at a less frequent rate than HELLO_INTERVAL but also sent after a change to received information.

By observing when its own address is reported in a received HELLO message the recipient relay is able to determine which 1-hop neighbours are in fact symmetric 1-hop neighbours.
Figure 5.X.2.2-1 provides an example of the minimum condition for a given device to decide that it should re-transmit (i.e. relay) data packets.
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Figure 5.X.2.2-1: Example HELLO message exchange
1.
UE-2 broadcasts HELLO messages reporting that it is interested in GrpX.  The message is received by UE-1 but not by UE-3.
NOTE 1:
The neighbour list and neighbour interest list reported by UE-3 are irrelevant to this example so have been left empty..

2.
UE-3 broadcasts HELLO messages reporting that it is interested in GrpX; it has received HELLO messages from UE-1; and it knows that UE-1 is interested in GrpX.  The message is received by UE-1 but is not received by UE-2.
3.
UE-1 broadcasts HELLO messages reporting that it is interested in GrpX; it has received HELLO messages from UE-2 and UE-3; and it knows that both UE-2 and UE-3 are interested in GrpX.  The message is received by UE-2 and by UE-3.
After this sequence of broadcast HELLO messages UE-1 knows that UE-3 is interested in messages for GrpX; that UE-3 can hear UE-1; and that UE-3 cannot hear UE-2.  So subsequently if UE-1 receives MCPTT data packets addressed to GrpX from UE-2, UE-1 will re-transmit (relay) them so that they may be heard by UE-3.
5.X.2.3
Relay of user plane data for MCPTT communication
When a relay receives a multicast addressed user plane packet it performs the following checks:

1.
Is the packet TTL > 0? If not, the packet is passed for local processing but is not considered for relaying;

2.
Does the Interest Information Base contain any (undecayed) records of other UEs that are interested in the MCPTT Group to which the user plane packet is addressed? If so, then

3.
Does the 1-Hop Neighbour Information Base contain any records of UEs that are interested in the MCPTT Group of the packet, for which there are NOT any records of the packet source address as a 2-hop neighbour?

4.
Is that 1-hop neighbour a symmetric 1-hop neighbour?

If the above checks have all been passed then the relay has received a packet that a symmetric 1-hop neighbour is interested in, but which has probably not been received by that neighbour.  In which case the local device decrements the TTL count in the packet and re-transmits it.

Thus, relay devices are able to selectively relay traffic in a process that does not depend upon point-to-point static or semi-static relay relationships between devices.  By means of the HELLO message signalling neighbour and interest information may be maintained in a self-organising fashion.

The initial value of packet TTL parameters may be made configurable.  In the case of MCPTT voice traffic the initial TTL value may be configured to a conservative value (e.g. to 1) to restrict bandwidth consumption by relayed traffic and to limit the staleness of the voice packets.
NOTE: Use of higher initial TTL values may require further mechanisms, e.g. duplicate packet detection, to alleviate the potential for relay loops.
5.X.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.X.4 
Solution Evaluation
Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 

<< END OF CHANGES >>
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