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Introduction
Devices in ECM-IDLE state may become unresponsive to paging due to various reasons, including temporary loss of coverage, PSM, and, if defined in Rel-13 or future releases, longer DRX cycles (eDRX) in ECM-IDLE state.
This may cause applications to repeat attempts to reach the device, increase the load on core network elements and possibly increase the paging traffic.
The solution described here below proposes a system enhancement to enable the SGW to selectively buffer DL packets in the event the UE became temporarily unreachable.
Solution high level concept
The solution is based on the MME/SGSN detecting the device is either using an APN or is subscribed to a behaviour allowing for up to X packets to be buffered for up to a certain maximum amount of time T in the SGW. This maximum amount of time may be related e.g. to an assumed delay tolerance to temporary loss of reachability (if it is not too long compared to the protocol used for triggering characteristic delay tolerance), to an extended DRX timer or to a Periodic TAU/RAU timer (e.g. for PSM when this is geared to some not too long time with no reachability, e.g. in the order of e-DRX timers). The buffer depth X is related to how many packets makes sense to store for the particular subscriber/application.
The MME/SGSN, when it receives a DDN, would check whether this optimization for High Latency communications is applicable to the APN or the subscriber. If so, it would immediately return a DDN ACK with the request to store up to X packets (depending on local operator policy for the APN or based on subscription) for up to a DL buffering time T. The UE then could be immediately reachable, upon paging, in which case the MT service request completes as usual, otherwise the SGW would wait to be triggered at a subsequent time to establish the S1-U/S12/Iu bearers for the UE, or it would after time T has elapsed, discard all buffered packets. Whilst the timer T is running, the SGW would not issue any additional DDN upon receiving any downlink packet. And if more than X packets are received, the SGW also starts discarding packets. 
This would allow e.g. an application on the network side which desires to initiate data communication with a UE using a power saving mechanism (like eDRX), to trigger the device via the user plane (see figure D-1 of 3GPP TS 23.682 [7]) via the UE's IP connectivity, in situations where such IP connectivity is established, the UE IP address is known and a NAT or firewall isn’t blocking downlink packet transmission, with the SGW buffering the device trigger until the UE becomes reachable. 
Figure 1-1 here below illustrates the mechanism, taking the example of a device trigger sent in the user plane by an application server in the network for downlink communication with a UE using a power saving mechanism.


Figure 1.1

Upon TAU/RAU or Handover with an SGW change, the old SGW would forward the buffered DL packets to the new SGW so as to allow the delivery of these packets (e.g. a device trigger) to the UE. An example call flow is provided further down illustrating this forwarding of the DL packets.

Conclusion
It is proposed that this solution is added to TR 23.709.
******************START of CHANGES to TR 23.709*********************

[bookmark: _Toc399159029][bookmark: _Toc402426451]4.y	Scenario B: Downlink packet transmission to UE that may be temporarily not reachable (excluding PSM)
This is similar to scenario A and shares most of the discussion points, except it is geared at addressing other possible causes of high latency in UE DL responsiveness than just PSM. This may include temporarily not reachable devices due to coverage issues or introduction of eDRX features in the system.
It is observed that the current system has the following behavior:
· When downlink data arrive for a UE that is in ECM-IDLE mode, at least one IP packet is buffered in the SGW and the UE is paged. When the UE responds to the paging, the buffered IP packet(s) are transmitted to the UE. If there is no paging response within an SGW implementation specific period of time, the packets are discarded.
This solution is suboptimal if the device is reachable again in a reasonable amount of time (either by regaining network coverage or because it can read the paging channel with an eDRX period) as this would cause: 
· application layer attempts which may be out of sync with the actual UE availability, which would cause extended latency to reach the UE or lack of reachability. 
· Higher load on the network, caused by the retransmission schemes applied by transport protocols to ensure a successful transmission of packets (see subclause 4.1);
· Difficulty to reach devices that use extended DRX, that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications (see subclause 4.1);
· Applications required to handle frequent transmission failures of transport protocols (see subclause 4.1);
· Use of device triggering using control plane (i.e. the Tsp interface and SMS-based delivery mechanisms), at network initiated communication with devices using extended DRX periods, which would entail inefficient data delivery and signalling load in the network; 
[bookmark: _Toc402426453]5.x	Solution x: DL data buffering in SGW
Editor’s Note: Include a paragraph at the beginning explaining which Scenario the Solution addresses.
[bookmark: _Toc402426454]5.x.1	Description
This solution is an optimization for Scenario A (clause 4.1) and Scenario B (clause 4.y).
For some cases where the expected temporary unavailability for DL data is compatible with the application layer and transport protocols delay tolerance, it may be worthwhile to buffer DL data in the SGW so that when the UE is available again, Data can be immediately delivered. 
This is valid e.g. to cater for congestion situations, for temporary loss of coverage, or for UE's using a power optimization mechanism in ECM idle like PSM or eDRX.
This can allow e.g. an application on the network side which desires to initiate data communication with a UE using a power saving mechanism (like eDRX), to trigger the device via the user plane (see figure D-1 of 3GPP TS 23.682 [7]) via the UE's IP connectivity, in situations where such IP connectivity is established, the UE IP address is known and a NAT or firewall isn’t blocking downlink packet transmission, with the SGW buffering the device trigger until the UE becomes reachable. This solution is an improvement on existing buffering that may not take into account information available in the MME/SGSN on whether the UE is currently using a power optimization mechanism, or information on subscription and APN relevance to apply an extended buffering time and depth.
The solution is based on the MME/SGSN detecting the device is either using an APN or is subscribed to a subscription-related behaviour for the APN allowing for up to X packets to be buffered for up to a certain maximum amount of time T in the SGW. This maximum amount of time T may be related e.g. to an assumed delay tolerance to temporary loss of reachability (if it is not too long compared to the protocol used for triggering characteristic delay tolerance), to an extended DRX timer or to a Periodic TAU/RAU timer (e.g. for PSM when this is geared to some not too long time with no reachability, e.g. in the order of e-DRX timers or a bit longer). The buffer depth X is related to how many packets makes sense to store for the particular subscriber/application.
The MME/SGSN, when it receives a DDN, would check whether this optimization for HL communications is applicable to the APN or the subscriber. If so, it would immediately return a DDN ACK with the request to store up to X packets (depending on local operator policy for the APN or based on subscription) for up to a DL buffering time T. The UE then could be immediately reachable, upon paging, in which case the MT service request completes as usual, otherwise the SGW would wait to be triggered at a subsequent time to establish the S1-U/S12/Iu bearers for the UE, or it would after time T has elapsed, discard all buffered packets. Whilst the timer T is running, the SGW would not issue any additional DDN upon receiving any DL packet. And if more than X packet are received, the SGW also starts discarding packet. Figure 5.x-1 illustrates the mechanism, with an application on the network side sending a device trigger request in the user plane. 


Figure 5.x‑1
Upon TAU/RAU or handover with an SGW change, the packets buffered in the old SGW should be forwarded to the new SGW, e.g. as shown in Figure 5.x-2 for the case of an inter-MME TAU procedure, whereby: 
-	the old MME/SGSN indicates to the new MME/SGSN whether DL data forwarding is required; 
-	if so, the new MME/SGSN requests the new SGW to assign a temporary IP address and TEID for data forwarding; 
-	this addressing information is then provided to the new MME/SGSN and new SGW;
-	the old SGW forwards the buffered DL packets and then send End Marker packets to indicate no more data will be forwarded.



Figure 5.x.1‑2

The value X may be set e.g. depending on whether there is the expectation that multiple SCS or multiple applications may be sending DL data during the period T.
The value T may be selected based on subscriber requirements or vertical application requirements, which in turn may drive the PSM state duration or the eDRX duration. If neither PSM nor eDRX were used then the value T may be linked to a delay tolerance by applications only (e.g. due to temporary loss of coverage).
Editor's Note:	A possible value for X could be "0", in which case the SGW would be requested to just discard packets that were incoming and issue no DDN for T seconds. And only after a time T would the SGW start again to issue DDN. This may be used for instance for PSM when the value of the periodic TAU/RAU was very large. This would be similar in principle to the MME/SGSN rejecting the DDN with the indication that the UE is not reachable, but with the extra indication that DDN should not be sent for that UE for the duration T.
[bookmark: _Toc402426455]5.x.2 	Impacts on existing nodes and functionality
Impact is on the:
MME/SGSN: handle per APN/per subscription buffering behaviour, including buffered data forwarding.
SGW: handle buffering based on MME/SGSN control, including buffered data forwarding, buffering of a limited number of DL packets for an extended duration (e.g. few minutes).

[bookmark: _Toc402426456]5.x.3	Evaluation



******************END of CHANGES to TR 23.709*********************
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