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1
Introduction
During SA2#104 in Dublin, a distributed mesh architecture for Direct Mode Operation (DMO) was agreed. 

This P-CR provides input for distributed floor control for MCPTT communication in DMO.

It should be noted that the Stage 1 requirements for “off-network” floor control (refer to the Annex of this document for relevant Stage 1 text) do not make a distinction between Direct Mode Operation (DMO) and Direct Mode Operation via Relay (DMO-R).

It is our view that DMO and DMO-R will be supported using radically different architectures (fully distributed vs centralised), which also calls for radically different approach for floor control:

· Centralised floor control for DMO-R, the Relay being well placed to serve as floor arbitrator (see companion document for this meeting in S2-143271);

· Distributed floor control for DMO.

This document focuses only on the latter.

It is proposed to agree the proposed input for inclusion in TR 23.779.

######################### TEXT PROPOSAL FOR TS 23.779 #########################
5.1
Solution 1: Distributed Mesh for DMO

5.1.1
Functional Description

The solution described in this clause is illustrated in Figure 5.1.1-1.
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Figure 5.1.1-1: High-level architecture view for DMO

GC-dmo is the inter-UE application level interface connecting the MCPTT clients for DMO operation (MCPTT-DMO clients).

Editor’s Note: It is FFS how to represent and support non-fully connected mesh networks. 

The MCPTT-DMO client has the following characteristics:

-
It runs on top of the ProSe One-to-Many communication service defined for PC5 in Rel-12.

-
It has functionality for fully decentralised floor control.

-
It may support functionality for location, presence, group management, and status reporting, as identified in the Stage 1 requirements.
5.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.1.2.1
General

The following principles and assumptions are used in the execution of MCPTT communication in DMO:

-
In DMO there is no procedure for MCPTT session setup, because the MCPTT “session” in DMO can be considered pre-established. Namely, UE is pre-configured with the ProSe Layer-2 Group ID that is uniquely associated with an MCPTT Group.
-
At the lower layers (ProSe) when the UE wishes to send a packet to the group, it just transmits the packet on the ProSe Layer-2 Group ID using the ProSe Direct Communication mechanisms for seizing the medium.
-
At the application layer (MCPTT) the user needs to seize the floor before starting to talk. Floor control is enabled with a distributed floor control protocol.

-
It is assumed that the floor control protocol does not require prior knowledge of UE adjacencies.

-
The distributed floor control protocol contains at least the following two messages: FLOOR REQUEST and FLOOR RELEASE.
-
Due to lack of any feedback in Rel-12 ProSe one-to-many direct communication, the floor control signalling messages are repeated several times to improve robustness.
5.1.2.2
Call flow for distributed floor control for DMO
Depicted in Figure 5.1.2.2-1 is a call flow describing the intended operation of the distributed floor control protocol.
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Figure 5.1.2.2-1: Distributed floor control in the DMO architecture
When the user of UE A wishes to seize the floor within an MCPTT group, he presses the “PTT” button on the UE.

The UE first listens to the medium to see if there is any ongoing communication within this MCPTT group (by observing the corresponding ProSe Layer-2 Group ID in the transmitted packets).
If the medium is found to be free, UE A transmits the FLOOR REQUEST (freq) signalling message several times in a row.
At the end of last FLOOR REQUEST message UE A gives an indication to the user that the floor is seized and starts transmitting the user’s talk burst packet train (tb).
When the user releases the “PTT” button, UE A transmits the FLOOR RELEASE (frls) signalling message several times in a row.

At the end of the last FLOOR RELEASE message UE B may attempt to seize the floor by sending several FLOOR REQUEST messages in a row.

5.1.2.3
Hidden node problem and its effect on distributed floor control
ProSe direct communication defined in Rel-12 does not rely on any layer-2 feedback mechanisms such as RTS/CTS (Request To Send / Clear To Send) or ACK (Acknowledgement) frames.

As a consequence, there is no guarantee that a transmitted frame has been successfully received by (one or all of) the intended recepients or has collided with another frame.

Moreover, Rel-12 ProSe direct communication provides no solution for the hidden node problem illustrated in 
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Figure 5.1.2.3-1: Hidden node problem
In reference to Figure 5.1.2.3-1, the transmissions of UE are received by all other UEs in vicinity, except for UE H (the hidden node). In absence of any feedback mechanism, UE A’s transmissions may collide with simultaneous transmissions of UE H at all of the following UEs: B, C and F.

The hidden node problem is typically addressed by using the RTS/CTS mechanism that works as follows: before transmitting the data frame, UE A transmits a short control frame called RTS. The intended recipient (UE B in the Figure) responds with a short control frame called CTS. Only then can UE A proceed with transmission of the data frame.

The role of RTS and CTS is to clear the perimeter around the sender (UE A) and the intended recipient (UE B), so that even the hidden node (UE H, which happens to be in the transmission range of UE B) will abstain from transmitting for the duration of the impending data frame.
Some enhancements at the ProSe MAC/PHY layer may be beneficial to the distributed floor control operation.
5.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

No PC5 changes are expected for support of DMO in SA2 specifications. However, RAN groups may need to define PHY/MAC enhancements to improve the robustness for floor control signalling (e.g. better collision avoidance/detection on the transmitter side and resolution of “hidden node” problem).

5.1.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
Annex
Stage 1 requirements for off-network floor control
7.3
Floor Control

7.3.1
General aspects

The Off-Network floor control functionality in an MCPTT service shall determine at a point in time which Off-Network Participant(s) are allowed to transmit to other Off-Network Participants.

The Off-Network floor control functionality in an MCPTT service shall determine at a point in time which received transmission(s) from Off-Network Participants shall be presented to the receiving Off-Network Participant.
7.3.2
Requesting permission to transmit

An authorized participant shall be able to request to transmit to an Off-Network MCPTT Group or an Off-Network individual participant.

The Off-Network floor control functionality shall have a mechanism for resolving simultaneous requests for permission to transmit within the same call.

Following an MCPTT Request for permission to transmit, the Affiliated MCPTT Group Member that is allowed to transmit shall be given an indication that the member is allowed to transmit on the member’s Selected MCPTT Group.
Following an MCPTT Request for permission to transmit, an Affiliated MCPTT Group Member that is not allowed to transmit on the Selected MCPTT Group shall be given an indication that permission to transmit was rejected or queued.

Following an MCPTT Private Call request for permission to transmit, the MCPTT User that is allowed to transmit shall be given an indication that the user is allowed to transmit to the targeted MCPTT User.

Following an MCPTT Private Call request for permission to transmit, an MCPTT User that is not allowed to transmit shall be given an indication that the permission to transmit was rejected.

7.3.3
Override

An MCPTT UE shall be pre-provisioned by an MCPTT Administrator and/or authorized user with the necessary information in order that floor control override may operate during Off-Network MCPTT.

The MCPTT service shall provide a mechanism for MCPTT Administrators to create a priority hierarchy for determining what Participants, Participant types, and urgent transmission types, when operating off network, be granted a request to override an active Off-Network MCPTT transmission.

The priority hierarchy used for granting a request to override an active MCPTT transmission shall contain at least four (4) levels.

The MCPTT service shall provide a mechanism for Participants, to override an active MCPTT transmission of a transmitting Participant when the priority level of the overriding Participant or call type are ranked higher than the priority level of the transmitting Participant or call type. 

If an authorized participant overrides an MCPTT transmission, the MCPTT service shall provide a means of notifying the overridden Participant(s) that the transmission has been overridden.
The MCPTT service shall provide a mechanism to enable an MCPTT Administrator to configure which MCPTT Group transmission a Participant(s) receives, overriding and/or overridden for cases where an authorized Participant overrides an Off-Network MCPTT transmission. This mechanism, at the receiving Participant, shall also determine which transmission should be presented to the MCPTT User when an unauthorised transmission override has occurred due to a failure of transmit floor control (e.g. due to the best effort nature of ProSe direct communication).
If the MCPTT Group has been configured to only allow the overriding transmitting Participant to transmit, the MCPTT service shall revoke the transmit permission of the overridden transmitting Participant. 

If the MCPTT Group has been configured to allow both overriding and overridden transmitting Participants, authorized receiving Participants shall be allowed to listen to both the overriding transmission and any overridden Participant transmissions, dependent on configuration.

7.3.4
Terminating permission to transmit

A transmitting participant shall be able to indicate to the Off-Network MCPTT service that the participant no longer wants to transmit.

The MCPTT service shall provide an indication to receiving participants that the transmitting participant has finished transmitting.

7.3.5
Transmit time limit

An MCPTT UE shall be pre-provisioned by an MCPTT Administrator and/or authorized user with the necessary information in order that a transmit time limit function may operate during Off-Network MCPTT.

The MCPTT service shall enable an MCPTT Administrator to configure the limit for the length of time that a Participant can transmit from a single request to transmit.

The floor control functionality shall have a configurable limit for the length of time that a participant can transmit from a single request to transmit.

The floor control functionality shall provide an indication to the transmitting participant that the participant is within a configurable amount of time before his transmit time limit is reached.

The floor control functionality shall provide an indication to the transmitting participant that the participant’s transmit time limit has been reached.

The floor control functionality shall remove the permission to transmit from the transmitting participant when the participant’s transmit time limit has been reached.
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