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Introduction
TS 23.203 [1] includes the following Editor’s Note, which was agreed to be further addressed during the normative work for UPCON:

Editor's note: It is FFS whether location information is transferred over the Np interface.
This paper discusses the motivation for location reporting via the Np interface, analyzes different solution alternatives and proposes a way forward.

Discussion

Location dependent congestion mitigation policies

As already illustrated in [2], one typical way for operators to determine the appropriate mitigation policies to apply during RAN user plane congestion is to gather information about the typical traffic mix (i.e. the typical services/applications and the related typical data rates) in their networks. Such statistics enable operators not only to determine which types of applications, services and potentially subscribers contribute most to congestion, it also enables them to select the mitigation actions and related parameters which are in the majority of congestion cases the most promising to apply.

However, the traffic mix typically varies strongly depending on location: subscribers in a central business district tend to use very different services compared to subscribers in a suburban or rural area; cells covering a stadium are typically used for different services than cells covering a shopping mall, etc. Also the typical duration of RAN user plane congestion varies from location to location, which in turn influences the choice of which congestion mitigation policies to apply.
These differences in traffic mix, typical congestion duration and other congestion related data points, which can vary from cell to cell, underline the operator’s need for taking location into account when selecting congestion mitigation policies.

Another motivation for not only indicating a cell’s congestion level but also its location (e.g. cell ID) to the PCRFs is that it allows for more flexible policy decisions. The PCRF may use location to determine which of the UEs it is currently serving are located in the same congested cell. This for instance enables the PCRF to determine the ratio between Gold subscribers and Bronze subscribers in the same cell and to select a different policy once a certain ratio is reached (e.g. to select more aggressive policies for the Bronze subscribers if the ratio between Gold subscribers and Bronze subscribers is higher than 1:10).

It is worth mentioning that this does not require all subscribers to be served by the same PCRF. Under the assumption of an even distribution of subscribers across PCRFs the fraction between different subscriber groups can be expected to be very similar on the different PCRFs serving the subscribers in the same congested cell. Solution alternatives supporting location dependent congestion mitigation policies essentially require reporting of location information to the PCRF. Potential solutions for achieving this can be broadly categorized as follows:

· Reporting the location itself, i.e. the ID (cell ID/eNB ID/ECGI) of the congested cell that is currently serving a UE. This enables the PCRF to select policy rules valid not only for a specific congestion level but also specific to the cell serving a given UE.

· Defining locations (individual cells, groups of cells) relevant for policy decisions in the serving nodes (SGSN, MME) and reporting whether a given UE is either inside or outside one of those locations to the PCRF.
It is worth mentioning that – regardless of the solution category – due to recent standardization activities in the RAN domain (Dual Connectivity, CoMP, etc.) location information may not always be fully accurate. However, while this means that cell location information may not always identify all cells serving a given UE, cell-level location information is still considered accurate enough to be able to successfully take location-specific policy decisions for congestion mitigation.

Presence Reporting Areas (PRA)

S2-141660 [3] proposed to use the Presence Reporting Area (PRA) concept as defined in Rel-12 to enable location dependent congestion mitigation policies. In other words, this solution falls into the second category presented above.

While it may appear appealing to reuse the PRA concept since it limits the amount of signaling needed to report location information to the PCRF, this approach is not appropriate to support location dependent congestion policies for the following reasons.

Only one Presence Reporting Area can currently be defined per UE. This means that an operator can define location dependent congestion mitigation policies for one area only. However, in reality congestion can occur in multiple different locations throughout the network and operators may also want to apply different congestion mitigation policies in these different locations.

If we assume the PRA concept was extended to support multiple Presence Reporting Areas per UE, then the PCRF could potentially activate location reporting for multiple PRAs. This would enable the operator to define a PRA for each area in the PLMN for which location specific congestion mitigation policies are to be applied (referred to as Congestion PRAs below).
The drawback of this approach is the additional unnecessary signaling load imposed on interfaces, which are currently not involved in congestion reporting (namely the Gx/S5/S11 (or S4) interfaces, and potentially also the S1 and Iu interfaces, depending on the required location granularity). The reason is as follows: To be able to leverage location reporting based on PRAs, the PCRF needs to first activate the location reporting for all Congestion PRAs for a given UE. This can be done at IP-CAN session establishment or when a given UE is reported to be in a congested cell. 
The first option, i.e. activating location reporting for all Congestion PRAs at IP-CAN session establishment avoids further signaling at onset and abatement of congestion for (de)activating the location reporting for the Congestion PRAs. At the same time this approach has the drawback that location reporting is unnecessarily performed towards PGW/PCRF if a UE is entering or leaving the Congestion PRAs even though the related cells are not congested.

The other alternative is to activate location reporting for the Congestion PRAs when the PCRF receives a congestion report via the Np interface. The downside of this approach is that the aggregated signaling on the Np interface (which reports congestion for multiple UEs at once) is translated into additional individual per UE/PDN-connection-level signaling on Gx/S5/S11 or S4 (and potentially S1 and Iu signaling) for activating and deactivating the Congestion PRA reporting for all UEs in a congested cell. 
It is also worth pointing out that the actual PRA location reports initiated by the serving nodes (i.e. location reports for UEs entering/leaving a congested area) are sent as individual (non-aggregated) per PDN connection messages, which adds to the signaling load on interfaces currently not involved for congestion reporting.
In conclusion, it can be stated that the existing PRA concept is not flexible enough to support location dependent congestion mitigation policies (as only one PRA per UE is currently supported). Extensions of the PRA concept would still introduce additional per PDN connection signaling on interfaces, which are currently not impacted for congestion reporting in terms of signaling load.

GTP-C based traditional location reporting 

To support cell-specific policies for a given UE, the PCRF can subscribe to the related location change event trigger. This translates into the serving nodes reporting per UE cell changes to the PGW, which in turn forward this information to the PCRF. Thus, using GTP-C-based location reporting leads to additional per UE signaling on the S1, S11 (or Iu, and S4 in case of the S4-SGSN architecture), S5 and Gx interfaces.
To support location dependent congestion mitigation policies, the PCRF could subscribe to the location change reporting event triggers for a UE’s IP-CAN session once it receives an indication via Nq that a UE is suffering from RAN user-plane congestion.

While this solution may be considered a viable approach for a small number of UEs, it leads to a significant increase in signaling when requested for a larger amount of terminals. For this reason both TS 23.203 [1] as well TS 23.401 [4] and TS 23.060 [5] contain explicit warnings suggesting that generally “such event trigger subscription is only applied for a limited number of subscribers.”

Since RAN user plane congestion is assumed to not necessarily apply only to a very limited number of subscribers, the traditional GTP-C based location reporting is considered infeasible to support location dependent congestion mitigation policies.

Location reporting via Np

The previous two sections discussed existing mechanisms, which are however infeasible to support location dependent congestion mitigation policies as analyzed above.

An alternative solution, which falls into the category of reporting the location directly to the PCRF, has already been discussed in TR 23.705 [6]: location information (SAI/eNB ID/ECGI) could be reported via the Np interface as part of the RAN user plane congestion information (RUCI).
That is, when the RCAF reports the RUCI, which currently includes the congestion level and the IMSI and APN, the RCAF also includes the cell ID currently serving the UE.
Previously it has been argued that reporting the cell ID as part of the RUCI report over Np had the drawback of significantly increasing the amount of signaling over the Np interface. While it is true that reporting of location information in addition to the congestion level will increase the amount of signaling (since not only a change of congestion level can trigger a new RUCI report but also a change of cell), this is considered acceptable for the following reasons.
Firstly, SA2#104 agreed to support aggregated RUCI reporting for the Np interface. This enables the RCAF to aggregate information for multiple UE served by the same PCRF into a single message. However, this also allows for aggregating RUCI reports for multiple UEs for which serving cell information has changed. As a result, the signaling amount for reflecting cell changes as part of the RUCI reports for UEs in congested cells is also greatly reduced.
Secondly, it is also worth re-emphasizing that this proposal does not imply to necessarily report every cell change immediately to the PCRF. It is up to RCAF implementation (and operator configuration) how often cell changes are signaled for an individual UE. Thus, it is up to operator choice to find the acceptable balance between accuracy and signaling load for a given deployment.

Finally, the PCRF may not be interested in receiving cell ID information for all UEs (e.g. if an operator decides to only configure location-specific congestion mitigation policies for some subscribers only). To efficiently support this, the previously introduced feature of PCRF provided reporting restrictions is proposed to be extended to also cover location reporting so that the PCRF can explicitly indicate if the RCAF shall not send location information for a given UE. This results in even less signaling impact due to location reporting over Np.

Reporting of location information (cell ID) as part of the RUCI report can therefore be concluded to not significantly increase the signaling load on the Np interface. In contrast to traditional GTP-C-based location reporting and PRA-based reporting, signaling load on other interfaces is entirely avoided.
Conclusion

As illustrated above, there is a need for the 3GPP system to support location dependent congestion mitigation policies. Based on the analysis above it is concluded that reporting of location information via the Np interface is the method of choice for supporting this.
It is thus proposed to agree the companion CR in S2-143402.
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