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Abstract of the contribution: Several aspects of the FPI solution are discussed and further details and enhancements are proposed.
Introduction

The FPI (Flow Priority Indicator) marking solution has been added into the UPCON TR at SA2#96 as a solution which is able to differentiate IP flows mapped to the same QCI. This contribution discusses several aspects of the FPI meaning as well as its standardization and proposes further details and enhancements which allow for more control over the RAN handling at different levels of congestion and with different traffic mixes. 

Meaning of FPI

The FPI is currently described as an indicator for the priority of the IP flow during congestion. This approach is not really flexible and cannot be extended easily (if this would be necessary in the future). 

Instead, the FPI should become an index, i.e. a scalar referring to parameters preconfigured in the RAN node (similar to the QCI approach) that describe the packet handling behaviour during congestion. In this Release the parameters preconfigured per FPI should at least comprise a relative priority and a minimum downlink bit rate. The configuration of further parameters in the RAN node is not precluded and might be standardized in future Releases. 
The relative priority parameter is applied by the scheduler in the RAN node for the decision to prioritize traffic (with the same QCI) of one UE over traffic of another UE (as already described in the TR) in the same way it is already defined for different QCIs. 
In addition, the relative priority parameter shall also define the relevance of the differently marked flows inside a bearer for the transmission to the UE and thus enable a prioritization within the traffic having the same QCI and belonging to the same UE. The RAN node shall supervise the incoming downlink traffic before it is handled by the scheduler and apply the configured relative priority per differently marked flow in case of congestion, i.e. whenever the downlink queue for the QCI fills up and packets need to be discarded.
Although the usage of Active Queue Management (AQM) mechanisms by RAN nodes is not mandated in the current standards, the relative priority information could ideally be applied as input for AQM mechanisms. This would allow taking the importance of the traffic flow into account whenever decisions about discarding of packets are required. Traffic flows with a high relative priority could then benefit from experiencing fewer losses while traffic flows with a low relative priority would receive more losses due to AQM decisions. Unmarked traffic flows (which are handled according to the default FPI value) should receive the same amount of discarded packets as in a RAN node not supporting UPCON.
Bitrate Supervision based on Flow Priority Index 
The FPI solution is currently described based on a strict priority relationship between packet flows with different markings without taking any bitrate considerations into account. It would however be very beneficial to have some control over the bitrate which can be expected at minimum for the different FPI values during congestion situations. On the one hand side, the RAN node should try to achieve at least the same minimum bitrate value for traffic with a certain FPI to ensure the continuation of the service during congestion (this of course depends heavily on the amount of resources which is available for the UE). On the other hand side, it would be good if bitrate enforcement policies enforced in the CN are to some extent aligned with the traffic treatment at the RAN node, especially in case of multiplexing different services into one group for RAN node congestion treatment by marking them with the same FPI. 
As a simple bitrate supervision scheme during congestion we could make use of the mechanism which is applied by UEs to avoid starvation of low QCI priority traffic in the uplink: the so-called Prioritized Bitrate (PBR). With this parameter, a minimum bitrate is defined for every non-GBR QCI queue. Instead of completely emptying the QCI queues in the order of their QCI priority, traffic up to the PBR has to be transferred for every QCI queue first. Only after all QCI queues have been served up to their PBRs, the non-GBR QCI queues are fully emptied according to the QCI priority order. A similar approach could be taken for the FPI marking solution.

The RAN node configuration per FPI value should therefore contain a minimum downlink bitrate parameter. In a congestion situation, the RAN node would first try to transfer traffic of every FPI value up to the amount indicated by the corresponding minimum downlink bitrate. Any remaining resources shall be distributed in an evenly manner to all differently marked flows. Whenever resources are not sufficient to transfer all traffic marked with the same FPI (and thus packet drops are necessary), a priority treatment would be applied in such a way that flows with a low priority receive relatively more packet drops than flows with a high priority. Unmarked traffic (i.e. treated according to the default FPI as described below) shall not be affected by flows with a higher priority. 
This minimum downlink bitrate per FPI value should however be only applied on a per UE basis and the incoming downlink traffic has to be influenced before the packets are handled by the scheduler. AQM mechanisms are again well suited to ensure the minimum downlink bitrate for the differently marked flows. Starvation for UEs having only flows marked as discriminated is already avoided since it can be assumed that RAN schedulers will typically serve every UE.
Summary

It is proposed to extend the current description of solution 2.1 (Flow Priority-based Differentiation to the same QCI (FPI)) in the following way:
· The meaning of FPI is changed to a scalar referring to parameters preconfigured at the RAN node containing a relative priority and a minimum downlink bit rate. 

· The usage of the relative priority by the RAN scheduler for the decision to prioritize traffic of one UE over traffic of another UE is added (in case both have the same QCI)
· The usage of the relative priority by the RAN node (before the downlink traffic is handled by the scheduler) for the differentiated treatment of FPI traffic inside a bearer is added including a simple bitrate supervision scheme for FPI traffic in downlink direction.
Proposal

We propose to extend TR 23.705 as follows.
--------------------------------START CHANGE--------------------------------------------

6.2
RAN-based solutions for RAN user plane congestion management

6.2.1
Solution 2.1: Flow priority-based traffic differentiation on the same QCI (FPI)

6.2.1.1
General description, assumptions, and principles

This solution addresses the key issue on "RAN user plane congestion mitigation". The solution also addresses certain aspects of the key issue on "Video delivery control for congestion mitigation" and certain aspects of the key issue on "Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion".

Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) performed either by the GGSN/PGW or by the TDF, the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Priority Index (FPI). The RAN node applies the FPI for differentiating the treatment of the packet compared to other packets mapped to the same QCI during congestion situations.

For GTP-based interfaces the FPI marking is provided in downlink user plane packets.

NOTE 1:
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. Alternatively, the FPI could be encoded as a DSCP value in the header of the inner IP packet. The details are up to stage 3.

NOTE 2:
Using DSCP marking in the header of the inner IP packet may limit the use of DSCP values for other purposes.

Editor's note: If and how the approach can be exploited also in the uplink direction is FFS.

For PMIP-based S5/S8 interface, the FPI marking is provided by the GGSN/PGW/TDF as context data in downlink user plane packets using one of the following options:

· Network Service Header (NSH) [12]: The SGW performs GTP-U FPI marking based on the received FPI marking from GGSN/PGW that is encoded in the NSH context data. 

NOTE 3: 
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode FPI as NSH context data is up to Stage 3.

· DSCP of the outer IP header

NOTE 4:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

· Tunnelled DSCP: The PGW/GGSN/TDF may tunnel packets to the SGW and provide the FQI within the DSCP of the inner IP header. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. The SGW is required to replace the DSCP marking of the inner IP header with operator defined values based on configuration.

The FPI is a scalar that refers to parameters which are preconfigured at the RAN node and which describe the packet treatment in a congestion situation. In this Release these parameters comprise a relative priority and a minimum downlink bit rate. 

NOTE 5:
The configuration of further parameters in the RAN node (e.g. bit rates for different radio channel qualities) is left for discussion in RAN groups.
The range of valid FPI values shall be standardized.
Editor's note: A structuring of the FPI value range into categories (e.g. prioritized, default, deprioritized) is FFS.

The usage of the FPI is expected to be useful for Non-GBR QCIs only.

NOTE 6:
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FPI is not intended to replace the QCI, and no conflicts are foreseen between the FPI and the QCI. The FPI complements the QCI as described below:

· Both the FPI marking of each user plane packet and the Priority level associated to a Service Data Flow (SDF) aggregate via its QCI are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in subclause 6.1.7.2 of [11], if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.

· If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets having the higher FPI value, i.e. for which the higher relative priority is configured.

NOTE 7:
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation for UEs having flows with lower FPI values is avoided.

· For downlink traffic of a single UE having the same Priority level (i.e. QCI), the RAN node shall supervise the incoming traffic before it is handled by the scheduler, e.g. by performing Active Queue Management (AQM), so that the configured minimum downlink bit rate and relative priority parameters are achieved per differently marked flow:
· The RAN node shall try to fulfil the minimum downlink bitrates for all flows (including the unmarked traffic). If this is not possible, the RAN node shall fulfil the minimum downlink bitrates in the order of the configured relative priority. 
· If all minimum downlink bitrates are ensured, the RAN node should distribute any remaining resources to all differently marked flows in an evenly manner. Whenever resources are not sufficient to transfer all traffic marked with the same FPI (and thus packet drops are necessary), the RAN node shall apply the relative priority parameter in the such a way that flows with a low priority receive relatively more packet drops than flows with a high priority. Unmarked traffic (i.e. treated according to the default FPI as described below) shall not be affected by flows with a higher priority.

NOTE 8:
Only a small amount of the overall traffic, i.e. some specific services for a part of the subscribers, should be marked with FPI values referring to a high priority while the majority of traffic should receive FPI values referring to a low priority. This increases the chance to realize the majority of the necessary packet drops with low priority packets instead of high priority packets at the RAN node.
NOTE 9:
The details are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows is avoided. For example, an additional maximum downlink bitrate can be configured per FPI to prevent that flows with a high relative priority consume all remaining resources.
If the usage of the FPI is enabled in the RAN, the packets that do not include any FPI marking should be scheduled according to a default FPI pre-configured in the RAN. The default FPI may be configured per PLMN.

NOTE 10:
The default FPI pre-configured in the RAN allows support of home routed roaming scenarios where the FPI is used in the VPLMN but not in the HPLMN. The default FPI pre-configured in RAN also enables deployment scenarios where, based on operator's configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FPI, while the rest of traffic is not marked. If the usage of the FPI is not enabled in the RAN, the RAN shall ignore the FPI if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.

The usage of the FPI, in conjunction with the QCI, to treat user plane data packets has the following characteristics and peculiarities:

· It is applicable to UTRAN and E-UTRAN. 

· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· Information to enable charging differentiated on the FPI assigned to the packet flow should be included in charging records and transferred over online/offline charging interfaces. This is because the FPI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles. The flow/application-based charging function of PCC is used to fulfil this purpose. To enable differentiated charging for this purpose, the operator may assign different charging-keys or different charging-key/service-identifier pairs to the PCC/ADC rules matching the respective service data flows/detected application traffic.

· It should be possible for the GGSN/PGW to set the FPI based on subscription. Support for PCC control of the feature is therefore necessary.

As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.

The following tunnelling/marking solutions are under consideration to be used between the TDF and the GGSN/PGW in order to classify packets detected by the TDF:

-
DSCP

NOTE 11:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation. 

Editor's note: The additional tunnelling options (e.g. GTP-U) are FFS and can be exploited in the future.


6.2.1.2
High-level operation and procedures

Overall the solution would work as described below (see Figures 6.2.1.2-1 and 6.2.1.2-2):

· In case the packet classification is performed by the GGSN/PGW, upon packet classification the GGSN/PGW derives the FPI to be provided in downlink user plane data packets based on configuration or based on the FPI parameters received from the PCRF within the corresponding PCC Rule. In case the packet classification is performed by the TDF based on configuration or based on ADC rules received from the PCRF, the TDF marks the packet according to the result of the packet classification. Then, GGSN/PGW performs FPI marking based on PCC rules which take into account the result of packet inspection received from the TDF and then provides the FPI marking in the downlink user plane data packets. In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.

· When receiving the FPI in a user plane packet and if a new GTP-U extension header or the NSH is used to convey the FPI, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Iu or S1. In order to support roaming scenarios, the FPI should be forwarded over Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN). Absence of additional information is an indication of a VPLMN provided FPI.

NOTE:
The SGSN or SGW determines and indicates "Operator Group GGSN" based on local configuration.

· For roaming subscribers, based on local configuration, and taking into account the HPLMN ID and the GGSN/PGW location information provided by the SGSN or SGW, the RAN may remap the FPI received in the downlink user plane packet to a value locally configured in the RAN. The RAN uses the FPI associated to each downstream user plane packet and the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered over the air interface.

Editor's note: The current description of the usage of the FPI in roaming scenarios is aligned with what was defined in Rel-11 for SIRIG, where remapping of the SCI values in downlink user plane packets is performed by the GERAN access in VPLMN. 
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Figure 6.2.1.2-1: RAN congestion mitigation based on the FPI with packet classification performed by the GGSN/PGW.
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Figure 6.2.1.2-2: RAN congestion mitigation based on the FPI with packet classification performed by the TDF.

Editor's Note: It is FFS how signalling during RAT changes is not increased by this solution.

6.2.1.3
Impact on existing entities and interfaces

GGSN and PGW:

· Marking of the Flow Priority Index (FPI) in downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.

· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· In case the TDF is deployed for packet classification, taking into account the received packet classification for determining the FPI value which is then provided in the downlink user plane data packets.

TDF:

· Marking of the downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· Inclusion of the FPI in CDRs and transfer the FPI over online/offline charging interfaces.

NOTE:
This can be done if TDF marks the classified packets in the same way as PCEF will mark FPI in the downlink packets. This can be achieved by having appropriate configuration at the TDF or appropriate ADC Rule setting by the PCRF. 

SGSN and SGW:

· For GTP-based S5/S8, when receiving the FPI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Iu or S1.

· For PMIP-based S5/S8, the SGW performs GTP-U FPI marking over S1/S4 based on the NSH or the DSCP marking over S5/S8.

· Together with the FPI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN).

PCRF:

· Provision of PCC/ADC Rules to control FPI marking on per subscriber and/or per application basis.

OCS and OFCS:

· Support for charging differentiation on the applied FPI based on the principles for PCC flow/application based charging.

BSC, RNC and eNodeB:

· Usage of the FPI, in conjunction with the QCI, to differentiate the packets treatment over the air interface during congestion.

· In case DSCP marking is used to deliver the FPI, RAN must read the DSCP value from U-Plane packets.

6.2.1.4
Solution evaluation

Advantages: 
-
Achieves congestion mitigation by prioritization of traffic marked as important over unmarked traffic and by prioritization of unmarked traffic over traffic marked as not important.

-
Does not require the marking of all traffic though it does require packet classification.

-
Allows for differentiation in traffic prioritization beyond the granularity possible with standardized QCIs.

-
Allows for differentiation in traffic prioritization of traffic with the same QCI.

-
Avoids the need for fast and fine-granular feedback about RAN congestion to CN for realizing traffic prioritization at the PCEF/TDF.

-
Prevents RAN node underutilization as the available capacity will always be used (if downlink traffic is available).

-
No functional impact on UE.

Disadvantages:
-
Usage of FPI increases complexity of RAN node. 
-
Impacts User Plane signaling (GTP header or IP header).
Additional considerations:

-
If DSCP is used to transfer FPI, the possible value range is limited to 32 values (and the UE gets aware of the FPI values set by the operator).

-
No support for application layer or content-level optimization or adaptation mechanisms.

--------------------------------END CHANGE--------------------------------------------
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