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Abstract of the contribution: A distributed MCPTT algorithm is compared to an MCPTT algorithm operating in a relay UE for off-network MCPTT service.

1. Introduction

There are different views on what type of MCPTT algorithm should be used in an off-network situation where one of the UEs acts as an off-network relay UE. The two major views are that (1) the same distributed MCPTT algorithm should be used as when no relay UE is involved, and (2) the relay UE should host the floor control for the off-network UEs.
This paper looks at various scenarios involving those two approaches.

2. Scenarios of Interest
The following sections contain scenarios that help contrast the efficiencies of each approach. 
2.1 Scenario 1: Two UEs Lose Direct Contact For a Short Time

In this scenario, a group of UEs begin in direct contact with each other. One UE (UE_1) moves outside of direct contact with the other UEs except for UE_R, which becomes a relay UE for UE_1. Moments later UE_1 moves back into direct contact with the other UEs.
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STEP 1 – Initial direct mode communications using a distributed MCPTT algorithm.
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Use of Distributed Algorithm Model

STEP 2a – Initial direct mode communications using a distributed MCPTT algorithm.

-
UE_1 moves out of direct contact with UE_2, but remains in direct contact with UE_R.
-
UE_1 determines that UE_R is still in direct contact with UE_2 and can act as a relay.

-
UE_1 and UE_2 establish contact via the DMO-Relay function of UE_R.

-
Communication in the group continues.
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Use of Off-Network Relay Server MCPTT Algorithm Model

STEP 2b – Initial direct mode communications using an off-network relay server MCPTT algorithm.

-
UE_1 moves out of direct contact with UE_2, but remains in direct contact with UE_R.
-
UE_1 determines that UE_R is still in direct contact with UE_2 and can act as a relay.

-
UE_2 determines that UE_R is still in direct contact with UE_1 and can act as a relay.

-
UE_R instantiates the MCPTT-DMOR Server function.

- 
UE_1 and UE_2 register with the SIP registrar for their group communication. (Per the Intel contribution, SIP registration would be used. If SIP is not used, some other form of registration with the MCPTT-DMOR Server function would occur.)

-
Since this is a new group control, UE_1 and UE_2 treat this as the beginning of a new group communication. To the users of UE_1 and UE_2, this appears as a continuation of the direct mode group communication. The time required for UE_1 and UE_2 to both determine that UE_R can operate as a relay, plus the time to instantiate the MCPTT-DMOR Server function and for UE_1 and UE_2 to register and initiate group communications with the UE_R MCPTT-DMOR Server function is TBD.
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STEP 3 – UE_1 moves back into direct communication with UE_2.

Distributed MCPTT Algorithm Model

-
UE_1 discovers that it can use direct contact with UE_2.
-
UE_1 notifies UE_R that it is in direct contact with UE_2 and no longer requires use of its DMO-Relay function.

-
UE_1, UE_2, and UE_R continue their group conversation, using direct contact between UE_1 and UE_2 instead of the relay function in UE_R.

Off-Network Relay Server MCPTT Algorithm Model

-
UE_1 discovers that it can use direct contact with UE_2.
-
UE_1 notifies UE_R that it is in direct contact with UE_2 and no longer requires use of its MCPTT-DMOR Server function.

-
UE_R switches internally to use of the distributed MCPTT algorithm and discards any context it has for MCPTT control of the group.

-
UE_1 and UE_2 switch internally to use of the distributed MCPTT algorithm and discard any context they have for UE_R MCPTT-DMOR control of the group.

-
Group communication among UE_1, UE_2, and UE_R proceeds per the distributed MCPTT algorithm.

2.2 Scenario 2: Two UEs Lose Direct Contact Frequently

Scenario 2 is an extension of Scenario 1. In Scenario 2 UE_1 frequently moves in and out of direct contact with UE_2.

Distributed MCPTT Algorithm Model

-
The group communication among UE_1, UE_2, and UE_R continues.

-
UE_1 and UE_2 switch back and forth between direct contact and relay via UE_R’s DMO-Relay function.

-
The UE that has been given the floor continues to have the floor, and the user of that UE can continue to speak.

Off-Network Relay Server MCPTT Algorithm Model

-
The floor control for the group communication switches frequently between the distributed MCPTT algorithm and the MCPTT-DMOR Server function of UE_R.

-
Group communication among the three UEs is being restarted each time a switch occurs.

-
The UE that has been given the floor in each algorithm is required to regain the floor when the other algorithm takes over control. This leads to potential disruption to the speaker, particularly if someone of the same priority submits their request to speak before the existing speaker realizes that they no longer have the floor.

3. Evaluation
-
The possible constant switching of floor control, and the potential disruption on group communications is a significant drawback of the use of the MCPTT-DMOR Server model. 

-
In particular, if a UE is just at the edge of contact with another UE, it could move into and out of direct contact very frequently. While it would be expected that ping-pong avoidance techniques would be used, each change of communication path while using the MCPTT-DMOR Server model would require re-establishment of floor control, and potential loss of floor control for the current speaker.
-
If we consider a larger group of off-network UEs that are constantly in motion relative to each other:

-
Using the MCPTT-DMOR Server model, it would be necessary to arbitrate which UE(s) would take over as the MCPTT-DMOR Server for an isolated group of UEs. Moreover, when those isolated groups of UEs came into contact with each other, further arbitration would be required to determine which UE should continue as the MCPTT-DMOR Server, and which UEs should cease that function.

-
Using the distributed MCPTT algorithm model, it would be necessary for UEs to determine which other UEs could perform relay for them. The group communication could continue during that process. As UEs achieve a relay transport path, they could automatically continue as part of that group communication.

-
The MCPTT-DMOR Server model has great applicability to situation where an off-network UE is part of a larger platform, e.g., a patrol car, a fire engine, a remote command center. In such cases, it should be considered whether an MCPTT-DMOR Server is any different from the network based MCPTT server.

4. Conclusions

A distributed MCPTT algorithm is recommended for both the DMO and DMO-R cases.

The network-based MCPTT server can serve as a model for floor control when based in an off-network platform with larger capacity, e.g., a patrol car, a fire engine, a remote command center.

5. Proposal

PROPOSAL: A distributed MCPTT algorithm is used for both the DMO and DMO-R cases.
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