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Abstract of the contribution: SA2 has been tasked by SA plenary to work on a high-level architecture target for MCPTT, including identification of items that would be worked on out of SA2 (in other 3GPP WGs or in other SDOs). This contribution summarises our proposal. Note that the greatest majority of this contribution is identical to a proposal from Intel. Significant differences are indicated.
1
Discussion
MCPTT can operate in four different modes. We believe that it would be beneficial for the future work to define these modes of operation so that candidate solutions can be categorised accordingly. The proposed modes of operation are as follows:

1. Network-mode operation (NMO): MCPTT mode of operation where the UE is served directly by E-UTRAN and uses MCPTT service provided by the network;

2. Network-mode operation via relay (NMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-Network Relay and uses MCPTT service provided by the network;

3. Direct-mode operation (DMO): MCPTT mode of operation where the MCPTT service is supported over ProSe Communication paths without network involvement.

4. Direct-mode operation via relay (DMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-UE Relay and the MCPTT service is supported over ProSe Communication paths without network involvement.

We suggest to briefly explore potential architectural implications for each of the four modes, the way we see it.

2
NMO
The NMO mode calls for a centralised architecture where the MCPTT service is provided via a network entity (the MCPTT server) that handles most of the communication and group management aspects.
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Figure 1: High level architecture view for NMO and NMO-R
NOTE: Compared to the Intel proposal, IMS is added to the figure and “MCPTT Proxy” is changed to “MCPTT Proxy-relay”.

An example of such MCPTT architecture for NMO and NMO-R is depicted in Figure 1. The nodes that are not expected to be impacted by MCPTT are hidden under a yellowish rectangle. IMS is placed outside the yellowish rectangle, since it is not known whether there will be any impacts.
UE_1 operates in NMO mode. The main focus of the MCPTT work will naturally be on the definition of the MCPTT-specific GC1 reference point between the MCPTT client in UE1 and the MCPTT server in the network (which is a specific instantiation of the generic GCSE application server).

Given the existence of related work that has been done in other standards bodies (OMA PoC, TCCE) on a similar reference point, we expect that SIP will be an important candidate for GC1 for MCPTT.
NOTE: While SIP has a high likelihood of use, we do not believe that SA2 should make any statement about the protocol to be used in this first architectural definition. Separate contributions can be submitted later to whatever organizations will create the GC1 (and GC1-bis) interface. For that reason, text related to SIP in this document has been deleted compared to the Intel proposal.
Proposal 1: The architecture shown in Figure 1 shall be used for NMO and NMO-R configurations.
3
NMO-R
The NMO-R mode is very similar to NMO in that it also relies on a centralised architecture where the MCPTT service is provided via a network entity (the MCPTT server) that handles most of the communication and group management aspects.
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Figure 2: High level architecture options for NMO-R: a) Layer-3 Relay and b) ALG Relay
NOTE: “MCPTT Proxy” was changed to “MCPTT Proxy-relay” and the “L3 Relay” oval was added in the top diagram compared to the Intel proposal. The middle box was also re-labelled to “UE-R” in both cases.
In reference to Figure 2, the Remote UE (UE) operates in NMO-R mode and is served by UE_R acting as a ProSe UE-to-Network Relay. The UE-to-Network Relay defined in Rel-12 is a Layer-3 relay, meaning that at basically acts as an IP router, which does not preclude addition of an ALG (Application Level Gateway) function in the Relay.

There are accordingly two options for the MCPTT client in the Remote UE:

· Transparent Relay option (Figure 2a): The MCPTT client has a direct GC1 interface to the MCPTT server via the Layer 3 Relay in UE-R (also dotted-dashed line in Figure 1),

· ALG Relay option (Figure 2b): The MCPTT client has a GC1bis interface to the MCPTT Proxy-relay function in UE-R (dashed line in Figure 1).
We expect that most (if not all) of the service requirements defined for NMO will also apply to NMO-R. On top of that, we expect that NMO-R will have some additional requirements related to MCPTT service authorisation on per-user or per-group basis, similar to those defined in TS 22.468, copied hereafter (relevant text highlighted in yellow):

A public safety ProSe-enabled UE not served by E-UTRAN shall be able to support Group Communication based on ProSe Communication paths. A public safety ProSe-enabled UE shall be able to dynamically express its interest in receiving, via a public safety ProSe UE-to-Network Relay, the Group Communications of one or more GCSE Groups for which it is authorized.

A public safety ProSe UE-to-Network Relay shall be able to relay Group Communication to/from ProSe Communication paths, if the following conditions apply:

· the GCSE Group is allowed to be relayed; and

· the public safety ProSe UE-to-Network Relay is allowed to relay Group Communication. 

A public safety ProSe UE-to-Network Relay shall be able to restrict the relayed Group Communication on a per group basis.
For efficiency in the radio, it is important that the relay UE, UE-R, be capable of broadcasting group content to multiple off-network UEs. To accomplish that, UE-R must have some knowledge of which off-network UEs require various group content, as well as what DL content is destined for those various groups. Thus, some level of application level awareness is required. At the same time, various DL content flows have a single destination, e.g., the control portion of GC1 (GC1-C), that must be directed to only a single off-network UE. Consequently, both direct relaying and application level relaying will be required as shown in Figure 2 (b). 

The transport aspects of the UE-NW Relay include support for One-to-One communication. The PC5 functionality for One-to-One Communication is slightly different from the basic PC5 functionality defined in Rel-12 for distributed one-to-many communication in that it has the notion of “association” and/or “authentication” between a Remote UE and the Relay, prior to any communication. For that reason we refer to the enhanced PC5 reference point as PC5*. This work can be completed as part of ProSe_ext.
Proposal 2: An MCPTT Proxy-relay function shall be defined as part of the MCPTT work item to support both application level relay (ALG Relay) and direct relay operations. This includes definition of GC1-bis.

Proposal 3: Support for One-to-One Communication (PC5* interface) shall be defined as part of ProSe_ext work item to support UE-NW Relay.

3
DMO
We expect that the DMO is supported using the ProSe One-to-Many Communication functionality defined in Rel-12.

ProSe one-to-many communication is connectionless and fully decentralised, which also calls for a similar decentralised architecture at the application layer.
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Figure 3: High level architecture view for DMO
Depicted in Figure 3 is an example architecture for DMO.

GC1-dmo is the inter-UE application level interface connecting the MCPTT clients for DMO operation (MCPTT-DMO clients). We expect that the MCPTT-DMO client will be radically different from the client used for NMO and NMO-R operation. The application level architecture for DMO will need to be aware that the underlying PC5 architecture is fully decentralised and that the membership of this ad hoc network is unstable, due to the fact that UEs may move constantly in and out of each other’s coverage.
This architecture also calls for a fully decentralised floor control, in contrast to the NMO/NMO-R architecture where the floor control can be executed from the MCPTT server.

The MCPTT-DMO client may also support functionality for location, presence or status reporting, as identified in the Stage 1 requirements.

In contrast, we do not expect any PC5 changes for support of DMO, at least not in SA2. We do expect though that the RAN groups will need to define PHY/MAC enhancements to improve the robustness for floor control signalling (e.g. better collision avoidance/detection on the transmitter side and resolution of “hidden node” problem).
Proposal 4: An MCPTT-DMO client shall be defined as part of the MCPTT work item to support basic DMO over decentralised Rel-12 ProSe One-to-Many communication. The inter-UE reference point at application layer is referred to as GC1-dmo. The MCPTT-DMO client shall also include a distributed floor control functionality.
Proposal 5: RAN groups may need to work on PHY/MAC enhancements to improve robustness for floor control signalling (e.g. better collision detection/avoidance, resolution of “hidden node” problem).

4
DMO-R
Depicted in Figure 4 is an architecture for DMO-R. It relies on the ProSe UE-to-UE Relay functionality that needs to be defined in Rel-13 as part of ProSe_ext. At the application layer we assume there is an MCPTT-DMOR client and an MCPTT-DMOR server functionality in the Remote UE and Relay UE, respectively.

The interface between the MCPTT-DMOR client and MCPTT-DMOR server is referred to as GC1-dmor. At transport layer it is assumed that One-to-One communication is used (reference point PC5*), similar to the NMO-R case.
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Figure 4: High-level architecture view for DMO-R
NOTE: Figure 4 here has the largest set of differences from the Intel proposal. Where the Intel proposal suggests that an MCPTT server resides at the UE_R, this proposal uses the same distributed MCPTT algorithm for both DMO and DMO-R. A DMO-Relay entity is added that is capable of relaying the GC1-dmo reference point.
In the DMO-R architecture, a relay layer for GC1-dmo exists. When the MCPTT-DMO client cannot directly communicate with the target MCPTT-DMO client, the DMO-Relay function selects a relay UE that can relay the GC1-dmo content using the GC1-dmor reference point. This provides the ability to use the same MCPTT-DMO client in both direct and relay operations off-network. It also supports a constantly fluctuating topology among devices that must remain in contact with each other to the greatest extent possible.

Proposal 6: A DMO-Relay capability shall be defined that can relay QC1-DMO content among devices to support UE-UE Relay.
5
Consideration of Roaming for NMO
The following sections use the NMO architecture of figure 1 to describe the various roaming LTE scenarios for MCPTT. 

NOTE 1:
The complexities of the NMO-R architecture when the off-network UE and the relay UE belong to different PLMNs are not considered at this time, and are FFS.

NOTE 2:
It is possible that the MCPTT application connects to devices via other broadband IP networks at the same time that it connects to UEs via the EPS. This is not shown in the figures, but exists as a possible configuration.

NOTE 3:
The probable interaction of MCPTT applications for different jurisdiction is not shown. Standard reference points will be defined that carry such interactions.

5.1
Multiple 3GPP Access Networks
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Figure 5.1: High level architecture view for Multiple 3GPP Access Networks
Figure 5.1 shows the connection of two UEs to the same MCPTT application. UE_1 is in the HPLMN. UE_2 is in the VPLMN. UE_2 receives unicast services using normal roaming, and broadcast services via attachment of the MCPTT application directly to the BM-SC in the VPLMN.

NOTE: In figure 5.1 a mapping can be made internally in the MCPTT Server to other reference points, e.g., the A1 through A5 reference points specified in the ETSI TCCE work.
NOTE: The work on MCPTT will have to recognize and find solutions for the IP environment that will contain NATs, firewalls, and possibly both IPv4 and IPv6 addressing.

5.2
Local Breakout Routing – 3GPP Model
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Figure 5.2: Local breakout routing - 3GPP model
Figure 5.2 shows the connection of a UE that is roaming in a VPLMN. UE_1 receives unicast services using normal roaming, and broadcast services via attachment of the MCPTT application directly to the BM-SC in the VPLMN.

6
Proposal
This paper proposed to define four operation modes for MCPTT (NMO, NMO-R, DMO and DMO-R) and discussed architectural aspects implied by each of the four modes, with suggestions about which functions should be developed as part of MCPTT and which functions should be developed as part of ProSe_ext.

Summary of the proposals:
Proposal 1: The architecture shown in Figure 1 shall be used for NMO and NMO-R configurations.
Proposal 2: An MCPTT Proxy-relay function shall be defined as part of the MCPTT work item to support both application level relay (ALG Relay) and direct relay operations. This includes definition of GC1-bis.

Proposal 3: Support for One-to-One communication mode (PC5* interface) shall be defined as part of ProSe_ext work item to support UE-NW Relay.

Proposal 4: An MCPTT-DMO client shall be defined as part of the MCPTT work item to support basic DMO over decentralised Rel-12 ProSe One-to-Many communication. The inter-UE reference point at application layer is referred to as GC1-dmo. The MCPTT-DMO client shall also include a distributed floor control functionality.
Proposal 5: RAN groups may need to work on PHY/MAC enhancements to improve robustness for floor control signalling (e.g. better collision detection/avoidance, “hidden node” problem).

Proposal 6: A DMO-Relay capability shall be defined that can relay QC1-DMO content among devices to support UE-UE Relay.
Table 1: Summary of the proposals
	
	MCPTT Stage 2 work in SA2
	ProSe_ext work in SA2
	Work expected in RAN
	Work in other WGs and/or SDOs

	NMO
	· MCPTT client
· MCPTT server
· GC1
· Centralised floor control (from MCPTT server)
	N/A
	None
	GC1 protocol details

	NMO-R
	· MCPTT Proxy-relay
· GC1-bis

· 
	One-to-One Communication
	TBD (unclear whether One-to-One Communication has any impact on RAN)
	GC1-bis and GC1 protocol details

	DMO
	· MCPTT-DMO client
· GC1-dmoDistributed floor control
	None
	Improved robustness for floor control signalling
	GC1-dmo protocol details


	DMO-R
	· MCPTT-DMO client
· GC1-dmo

· GC1-dmorDistributed floor control 
	· DMO-relay

· 
	TBD (unclear whether One-to-One Communication has any impact on RAN)
	GC1-dmo protocol details,

GC1-dmor protocol details


NOTE: The impacts shown in the table above reflect the differences between this proposal and the Intel proposal. After SA2 has made decisions on various points noted in this document (and possibly other technical points), the impacts may vary from what is shown here and in the Intel proposal.
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