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1
Background

In the current QoS architecture defined in rel.8, but also in all the previous ones, the QoS prioritisation for UL and DL was based on the same parameters. In the current architecture there is a single set of QoS values (e.g. QCI, ARP) that determines the traffic prioritisation and this applies to both UL and DL of the corresponding radio bearer and EPS bearer. 

In the following discussion, we give a review of how uplink scheduling works, and give some insights and conclusions to move forward on finding solutions for per-flow prioritization and per-user prioritization for uplink case.
2
Existing mechanism for UL traffic prioritisation
The UE has an uplink rate control function which manages the sharing of uplink resources between radio bearers. RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR), which is signalled by the eNB to the UE. The values signalled would be related to the QoS parameters that correspond to the EPS bearer and therefore the radio bearer. There is a one-to-one mapping between a radio bearer and a logical channel. The eNB provides this mapping and along with the priority and PBR of each logical channel/bearer, it also provides a bucket size duration (BSD) and assigns a logical channel group (LCG) which can take only 4 values. 
The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR (if not set to zero);

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant.

NOTE:
In case the PBRs are all set to zero, the first step is skipped and the radio bearer(s) are served in strict priority order: the UE maximises the transmission of higher priority data.

If more than one radio bearer has the same priority, the UE serves these radio bearers equally.

The UE provides the eNB with buffer status reports. These buffer status reports are per LCG. The eNB provides uplink scheduling grants based on the buffer status reports and the priority of the LCG that the UE requests resources for. The LCG priority is typically determined from the QoS information that applies to the corresponding EPS bearer since there is one-to-one mapping between the EPS bearer and radio bearer.
Now, there are three aspects worth noting:

1. The buffer status reports are designed to minimize signalling overhead. It would not be advised to extend them to provide additional information, like which type of flow is present at the UE buffers.

2. The eNB provides uplink scheduling grants to the UE, and not to particular logical channel/bearer. The UE uses the grants based on the priority/PBR of each logical channel.
3. The uplink scheduling grants that are provided per UE take into account the priorities of the LCG the UE requests resources for
Conclusion 1: Existing UL scheduling is based on priorities and PBR values assigned to the 4 LCGs derived from the QoS parameters of the corresponding EPS bearer(s) (e.g. QCI, GBR, MBR etc).
Note: The above description refers to LTE UL scheduling mechanisms, but similar principles apply also to UMTS scheduling.
3
Existing UL scheduling mechanisms and the FPI solution

In UPCON, right from the beginning of the study, the traffic handling prioritisation study was split in DL and UL Solutions proposed the DL aspects only, or alternatively the UL aspects only. As mentioned above, this is not in line with the QoS architecture designed in previous releases. 

Taking into account the mechanisms described in clause 2 that apply today and the FPI solution (described in clause 6.2 of TR 23.705) agreed to be studied further in SA2#103, we consider the possible impacts.
If FPI packet marking is used in downlink in order to prioritise different applications (e.g. all mapped to QCI-9) then it is unclear how the UL traffic of these applications will be handled. 

Here we consider two different options:

Option 1) Asymmetric prioritisation in UL and DL
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Figure 1: DL prioritisation is based on FPI and QCI, whereas UL only on QCI

The UL traffic will rely on existing mechanisms such as the QCI in which case the UL grants will be provided based on the priority of the LCG of the corresponding radio bearer (in that case that of lowest priority). This would be the status-quo if only downlink aspects are considered for FPI based solution. This would have the outcome that asymmetric priorities would apply in UL and DL. For example in TCP flow the DL packets and their corresponding UL TCP ACKs will not get the same treatment.

Case 2) UL prioritisation based on the "higher priority FPI"

[image: image2.emf]UE

UL PF (QCI-9)

DL PF 

(QCI=9, 

FPI=1)

eNB

S/P-GW

DL PF 

(QCI=9, 

FPI=2)

DL PF 

(QCI=9, 

FPI=3)

QCI-9 EPS bearer

FPI=1

FPI=2

FPI=3

Higher Priority

FPI=1

“Higher Priority FPI” priority

UL

DL


Figure 2: DL prioritisation is based on FPI and QCI, whereas UL only on QCI and the "highest priority FPI"

Another option, which would require modifications to the current uplink scheduling mechanisms, is to base the priority of the entire LCG on the priority assigned to the "highest priority" FPI of the corresponding DL EPS bearer. This would result in a "free ride" of the lower priority traffic mapped to the lower priority FPI. 
In both cases the end-to-end performance of the application would be affected by the mechanism that is used for UL traffic prioritisation. 

Conclusion 2: When using FPI to indicate "within bearer" traffic priorities in the DL, it is not possible to perform the equivalent prioritisation in the UL.
Someone could claim that the most of traffic is in the downlink, but there are applications that generate much traffic in the uplink, like peer-to-peer applications, gaming, video conferencing, etc.  Also in certain locations e.g. stadia, concert venues, uplink congestion is already observed. It is also important to point out that, since in UL scheduling the eNB provides grants per UE (not per flow or bearer), therefore potentially flows that generate packets of large/larger size could affect the scheduling of TCP ACKs that are meant to be sharing the same queue. This would inadvertently have effect in the end-to-end performance of the different services/applications.
Conclusion 3: A QoS mechanism should allow the same traffic treatment to apply in UL and DL.
3
Changes required in UL scheduling to support e2e QoS differentiation with FPI solution

Without extensively changing the solution for uplink scheduling defined since Rel.8, the UE should still follow the logical channel prioritization mechanism as described above, since this is the only thing the eNB is aware of and can control (through configuration via RRC). 

1. Per-user prioritization is performed through normal uplink scheduling grants by eNB. How the eNB performs user prioritization is not considered in this contribution. No additional standard work is required to enable per-bearer prioritisation.

2. Per-bearer prioritization is configured by eNB via RRC and executed by UE, as currently defined. This proposal does not consider enhancing this part. No additional standard work is required to enable per-bearer prioritisation.

3. Within-bearer uplink traffic flow prioritization is performed in the UE based on certain rules/configuration from the operator/network. 
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Figure 3: Uplink scheduling/prioritization example

Therefore what is left for the UE is to prioritize packets within a bearer/logical channel.  This needs to be performed by the UE, possibly based on rules provided by the network. 

The UE behaviour in terms of uplink packet scheduling is as follows:
· The UE always follows Step 2, i.e., it performs logical channel (i.e. bearer) prioritization based on the configuration received via RRC. 

· Each logical channel has a number (e.g., 2 or 3) of queues with different priorities. Once a logical channel receives a certain amount of data to be transmitted, prioritization between these queues is performed to select which packets to transmit. 
In order not to highly increase complexity in the UE, the number of within-bearer priority values should be under the following two possibilities:

· 2 values: High, Low

· 3 values: High, Normal, Low 
The next aspect of the solution is how the UE decides the priority of each flow. This should be configured by the operator/network and can be in line with the corresponding priorities that apply in the DL for the same type of traffic (i.e. the FPI values). 

In terms of how the UE is configured, there are two possibilities: 

· Via NAS: TFT’s can be extended to define further attributes.

· This approach implies that this is provided by the network, but it is likely the home operator the one deciding which traffic is important or less important for the user. 

· Via OMA DM configuration. 

· This is our preferred option, as configuration is unlikely to change frequently.  This approach minimizes network signalling and allows for easier extensions in the future, as rules for traffic prioritization may change. Moreover, rules provided by home operators may work even when the UE is roaming in a VPLMN that is not supporting any UPCON enhancements.  

4
Proposal

It is proposed to discuss the above aspects and agree on the solution described in clause 3 as complimentary to the FPI solution if this solution is agreed to be standardised in rel.13.
>>>Start Changes<<<

6.2.1
Solution 2.1: Flow priority-based traffic differentiation on the same QCI (FPI)

6.2.1.1
General description, assumptions, and principles

This solution addresses the key issue on "RAN user plane congestion mitigation". The solution also addresses certain aspects of the key issue on "Video delivery control for congestion mitigation" and certain aspects of the key issue on "Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion".

Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) performed either by the GGSN/PGW or by the TDF, the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Priority Indicator (FPI) identifying the relative priority of the packet compared to other packets mapped to the same QCI.

For GTP-based interfaces the FPI marking is provided in downlink user plane packets.

NOTE 1:
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. Alternatively, the FPI could be encoded as a DSCP value in the header of the inner IP packet. The details are up to stage 3.

NOTE 2:
Using DSCP marking in the header of the inner IP packet may limit the use of DSCP values for other purposes.


For PMIP-based S5/S8 interface, the FPI marking is provided by the GGSN/PGW/TDF as context data in downlink user plane packets using one of the following options:

· Network Service Header (NSH) [12]: The SGW performs GTP-U FPI marking based on the received FPI marking from GGSN/PGW that is encoded in the NSH context data. 

NOTE 3: 
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode FPI as NSH context data is up to Stage 3.
· DSCP of the outer IP header

NOTE 4:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.
· Tunnelled DSCP: The PGW/GGSN/TDF may tunnel packets to the SGW and provide the FQI within the DSCP of the inner IP header. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. The SGW is required to replace the DSCP marking of the inner IP header with operator defined values based on configuration.

The range of valid FPI values shall be standardized.
The usage of the FPI is expected to be useful for Non-GBR QCIs only.

NOTE 5:
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FPI is not intended to replace the QCI, and no conflicts are foreseen between the FPI and the QCI. The FPI complements the QCI as described below:

· Both the FPI marking of each user plane packet and the Priority level associated to a Service Data Flow (SDF) aggregate via its QCI are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in subclause 6.1.7.2 of [11], if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.

· If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets with higher FPI.

NOTE 6:
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows with lower FPI is avoided.

If the usage of the FPI is enabled in the RAN, the packets that do not include any FPI marking should be scheduled according to a default FPI pre-configured in the RAN. The default FPI may be configured per PLMN.

NOTE 7:
The default FPI pre-configured in the RAN allows support of home routed roaming scenarios where the FPI is used in the VPLMN but not in the HPLMN. The default FPI pre-configured in RAN also enables deployment scenarios where, based on operator's configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FPI, while the rest of traffic is not marked. If the usage of the FPI is not enabled in the RAN, the RAN shall ignore the Flow Priority Indicator if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.

The usage of the FPI, in conjunction with the QCI, to prioritize user plane data packets has the following characteristics and peculiarities:

· It is applicable to UTRAN and E-UTRAN. 

· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· Information to enable charging differentiated on the FPI assigned to the packet flow should be included in charging records and transferred over online/offline charging interfaces. This is because the FPI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles. The flow/application-based charging function of PCC is used to fulfil this purpose. To enable differentiated charging for this purpose, the operator may assign different charging-keys or different charging-key/service-identifier pairs to the PCC/ADC rules matching the respective service data flows/detected application traffic.

· It should be possible for the GGSN/PGW to set the FPI based on subscription. Support for PCC control of the feature is therefore necessary.

As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.

The following tunnelling/marking solutions are under consideration to be used between the TDF and the GGSN/PGW in order to classify packets detected by the TDF:

-
DSCP

NOTE 8:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation. 

Editor's note: The additional tunnelling options (e.g. GTP-U) are FFS and can be exploited in the future.

Editor's note: It is FFS if and how RAN user plane congestion awareness can be exploited to optimize the solution described in this section. For example an option to be investigated is the possibility to enable the packet classification required to properly set the FPI only in case of RAN user plane congestion, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 

6.2.1.2
High-level operation and procedures

Overall the solution would work as described below (see Figures 6.2.1.2-1 and 6.2.1.2-2):

· In case the packet classification is performed by the GGSN/PGW, upon packet classification the GGSN/PGW derives the FPI to be provided in downlink user plane data packets based on configuration or based on the FPI parameters received from the PCRF within the corresponding PCC Rule. In case the packet classification is performed by the TDF based on configuration or based on ADC rules received from the PCRF, the TDF marks the packet according to the result of the packet classification. Then, GGSN/PGW performs FPI marking based on PCC rules which take into account the result of packet inspection received from the TDF and then provides the FPI marking in the downlink user plane data packets. In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.

· When receiving the FPI in a user plane packet and if a new GTP-U extension header or the NSH is used to convey the FPI, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Iu or S1. In order to support roaming scenarios, the FPI should be forwarded over Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN). Absence of additional information is an indication of a VPLMN provided FPI.

NOTE:
The SGSN or SGW determines and indicates "Operator Group GGSN" based on local configuration.

· For roaming subscribers, based on local configuration, and taking into account the HPLMN ID and the GGSN/PGW location information provided by the SGSN or SGW, the RAN may remap the FPI received in the downlink user plane packet to a value locally configured in the RAN. The RAN uses the FPI associated to each downstream user plane packet and the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered over the air interface.

Editor's note: The current description of the usage of the FPI in roaming scenarios is aligned with what was defined in Rel-11 for SIRIG, where remapping of the SCI values in downlink user plane packets is performed by the GERAN access in VPLMN. 

[image: image4.png]FPland :
other @ PCC rules
parameters
\) over Gb, lu
{ and S1

BSC, RNC \ : :": 3 l) DL Traffic
\ or eNodeB ‘/ Flin

Adds other downlink Application

S—\ prioritization parameters (e.g. user plane detection (L7
\__ basedon FPI gateway location in packets DPI, heuristic

and QCl Home or Visited analysis) and

PLMN) : marking of FPI





Figure 6.2.1.2-1: RAN congestion mitigation based on the FPI with packet classification performed by the GGSN/PGW.
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Figure 6.2.1.2-2: RAN congestion mitigation based on the FPI with packet classification performed by the TDF.

Editor's Note: It is FFS how signalling during RAT changes is not increased by this solution.

When the FPI is used the following mechanism should be considered for the prioritisation of uplink traffic: 
Without extensively changing the solution for uplink scheduling defined since Rel.8, then the UE should still follow the logical channel prioritization mechanism defined, since this is the only thing the eNB is aware of and can control (through configuration via RRC). 

- Per-user prioritization is performed through normal uplink scheduling grants by eNB. How the eNB performs user prioritization is not considered in this contribution. No additional standard work is required to enable per-bearer prioritisation.

- Per-bearer prioritization is configured by eNB via RRC and executed by UE, as currently defined. This proposal does not consider enhancing this part. No additional standard work is required to enable per-bearer prioritisation.

- Within-bearer uplink traffic flow prioritization is performed in the UE based on certain rules/configuration from the operator/network. 
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Figure 6.2.1.2-3: Uplink scheduling/prioritization example

Therefore what is left for the UE is to prioritize packets within a bearer/logical channel.  This needs to be performed by the UE, possibly based on rules provided by the network. 

The UE behaviour in terms of uplink packet scheduling is as follows:
- The UE always performs logical channel (i.e. bearer) prioritization based on the configuration received via RRC. 

- Each logical channel has a number (e.g., 2 or 3) of queues with different priorities. Once a logical channel receives a certain amount of data to be transmitted, prioritization between these queues is performed to select which packets to transmit. 
In order not to highly increase complexity in the UE, the number of within-bearer priority values should be under the following two possibilities:

- 2 values: High, Low

- 3 values: High, Normal, Low 
The next aspect of the solution is how the UE decides the priority of each flow. This should be configured by the operator/network and can inline with the corresponding priorities that apply in the DL for the same type of traffic (i.e. the FPI values). 

In terms of how the UE is configured, there are two possibilities: 

- Via NAS: TFT’s can be extended to define further attributes.

- This approach implies that this is provided by the network, but it is likely the home operator the one deciding which traffic is important or less important for the user. 

- Via OMA DM configuration. 

- This option, as configuration is likely not to change frequently, minimizes network signalling and allows for easier extensions in the future, as rules for traffic prioritization may change. Moreover, rules provided by home operators may work even when the UE is roaming in a VPLMN not supporting any UPCON enhancement.  

6.2.1.3
Impact on existing entities and interfaces

GGSN and PGW:

· Marking of the Flow Priority Indicator (FPI) in downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.

· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· In case the TDF is deployed for packet classification, taking into account the received packet classification for determining the FPI value which is then provided in the downlink user plane data packets.

TDF:

· Marking of the downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· Inclusion of the FPI in CDRs and transfer the FPI over online/offline charging interfaces.

NOTE:
This can be done if TDF marks the classified packets in the same way as PCEF will mark FPI in the downlink packets. This can be achieved by having appropriate configuration at the TDF or appropriate ADC Rule setting by the PCRF. 

SGSN and SGW:

· For GTP-based S5/S8, when receiving the FPI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Iu or S1.

· For PMIP-based S5/S8, the SGW performs GTP-U FPI marking over S1/S4 based on the NSH or the DSCP marking over S5/S8.

· Together with the FPI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN).

PCRF:

· Provision of PCC/ADC Rules to control FPI marking on per subscriber and/or per application basis.

OCS and OFCS:

· Support for charging differentiation on the applied FPI based on the principles for PCC flow/application based charging.

BSC, RNC and eNodeB:

· Usage of the FPI, in conjunction with the QCI, to prioritize the packets delivered over the air interface.

· In case DSCP marking is used to deliver the FPI, RAN must read the DSCP value from U-Plane packets.
UE: 

-  UE always performs logical channel (i.e. bearer) prioritization based on the configuration received via RRC. 

- 
Each logical channel has a number (e.g., 2 or 3) of queues with different priorities. Once a logical channel receives a certain amount of data to be transmitted, prioritization between these queues is performed to select which packets to transmit. 
- 
UE is configured by the operator/network with 2-3 priority values corresponding to the queues and and can inline with the corresponding priorities that apply in the DL for the same type of traffic (i.e. the FPI values)
6.2.1.4
Solution evaluation

Advantages: 

-
Achieves congestion mitigation by prioritization of traffic marked as important over unmarked traffic and by prioritization of unmarked traffic over traffic marked as not important.

-
Does not require the marking of all traffic though it does require packet classification.

-
Allows for differentiation in traffic prioritization beyond the granularity possible with standardized QCIs.

-
Allows for differentiation in traffic prioritization of traffic with the same QCI.

-
Avoids the need for fast and fine-granular feedback about RAN congestion to CN for realizing traffic prioritization at the PCEF/TDF.

-
Prevents RAN node underutilization as the available capacity will always be used (if downlink traffic is available).


Disadvantages:
-
Usage of FPI increases complexity of RAN node. 
-
Impacts User Plane signaling (GTP header or IP header).
Additional considerations:

-
If DSCP is used to transfer FPI, the possible value range is limited to 32 values (and the UE gets aware of the FPI values set by the operator).

-
No support for application layer or content-level optimization or adaptation mechanisms.

>>>End of Changes<<<
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