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DISCUSSION

Current 3GPP PCC framework is based on per individual subscriber policies. 

For machine type communications, the operator offers its services to a customer with groups of MTC devices, e.g. a soft drink company with vending machines that are equipped with a communication module. For this type of scenarios (additional) per group policies provide additional benefit and flexibility to the customers. One can think of e.g. a maximum aggregated bit rate for the group that is lower than the sum of the maximum aggregated bit rates for the individual MTC devices in the group.

The current architectural requirements include a per policy group DL APN AMBR. This ensures policing/ shaping downlink traffic. For the UL data stream policing in the PDN gateway is not desired, as by the time the packets reach the PDN gateway, they already used radio resources.

An additional option next to policing the data stream in the PDN gateway is to meter the bit rate and to report to the PCRF when the maximum bit rate has been reached. This option is attractive both for the UL and DL data streams for the following reasons. On the basis of this reporting, policies in the PCRF can be used to, e.g.:
· Inform the customer (e.g. asking the customer to take action, or agreeing with the customer on a higher aggregated maximum bitrate)

· No longer accept new PDN connection establishments for the group as long as the maximum bit rate is exceeded.

· Decreasing the maximum aggregated bit rate for (part of) the MTC devices with active PDN connections in the group.

Based on above discussion, it is considered beneficial to inform the PCRF, when the aggregated maxim bit rate passes a threshold. To avoid instability in the system as a result of passing the threshold frequently in time, e.g. averaging bandwidth over some time.
PROPOSAL

It is proposed to add the following architectural requirements:

The system shall support that the PDN gateway meters DL traffic and reports to the PCRF when the DL aggregated maximum bit rate for the group is reached.

The system shall support that the PDN gateway meters UL traffic and reports to the PCRF when the UL aggregated maximum bit rate for the group is reached.

NOTE: to avoid too many event reports in case of a highly variable aggregated bit rate, reporting may be done when the average (over a defined period of time) aggregated bit rate reaches the maximum bit rate.

UPDATED KEY ISSUE TEXT

5.3
Key issue - Group based Policy Control

5.3.1
Description

MTC applications generally involve a group of devices. Typically applications today involve more than 1000 subscriptions for a single customer. From both customer and operator points of view, there is benefit in optimized handling of groups of MTC devices.

Group based policing can be used to enforce a policy for a group of MTC devices. This allows greater flexibility to the MTC application or MTC application owner compared to individual policies for each of the devices, while at the same time ensuring the operator that the particular group of MTC devices does not unduly load the network.

5.3.2
Architectural Requirements

Editor's note:
The requirements for group based policing are FFS.
5.3.2.1
Architectural assumptions and limitations
The following are the agreed architectural assumptions for defining overall architectural requirements:

-
Policy group members are subscribed to same HPLMN

-
Policy group members are associated to the same APN
NOTE:
The “Policy group members” refers to the enforcement of policy on a group of devices.
-
Roaming needs to be supported for members of a policy group.

-
Bit rate measurement and enforcement for a policy group is within a common PCEF; the same PCEF and PCRF need to be selected for all members in the group.

-
PDN GW/GGSN selection will always select the gateway in the HPLMN
-
Policy controls for individual policy group members should co-exist with the introduction of the new group level maximum aggregate bit rate control.

-
Solutions for group based policing should at least cater for groups of in the order of 1000 group members.
NOTE:
The minimum and maximum number of policy group members, which takes into account relevant core network capacity, is defined by operator.
-
Group association can be with more than one policy group.

Editor's note:
Whether multiple group policies cause conflicts, what to do about such conflicts and whether resolving them through administrative means will help is FFS.                           
-
Support of dynamic policy control over the Rx interface is not required with group based policy control.

Editor's note:
The means by which a UE is associated to a policy group is FFS.

5.3.2.2
Overall architectural requirements

The following are the agreed overall architectural requirements based on the architectural assumptions listed in section 5.X.2.1:

-
A per policy group DL APN AMBR needs to be supported with group based policy control.

-
A per device DL APN AMBR may be supported in conjunction with group based policy control.

-
A per device UL APN AMBR may be supported in conjunction with group based policy control.
-
The system shall support that the PDN gateway meters DL traffic and reports to the PCRF when the DL aggregated maximum bit rate for the group is reached.

-
The system shall support that the PDN gateway meters UL traffic and reports to the PCRF when the UL aggregated maximum bit rate for the group is reached.

NOTE: 
To avoid too many event reports in case of a highly variable aggregated bit rate, reporting may be done when the average (over a defined period of time) aggregated bit rate reaches the maximum bit rate.

Editor's note: 
How to do policing in the uplink is FFS. Possible solutions include: per policy group UL APN AMBR, Event reporting when exceeding threshold, policing number of connections/bearers.
5.3.3
Solutions

5.3.4
Overall evaluation

Editor's note: Use this section for evaluation of key issues.
3GPP

SA WG2 TD


