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Abstract of the contribution: The paper highlights a number of issues related to the use of the cell-id in the GTP-U reporting solution. 
Introduction
The addition of the cell-id has been suggested to the GTP-U header in the context of the GTP-U based congestion reporting solution; however the usefulness of the cell-id is FFS. This paper highlights a number of issues related to the use of the cell-id, and proposes to use the existing control plane based location reporting function, enhanced by CNO-ULI signalling optimization, in case an operator wishes to apply location dependent policies. 

Discussion
Which cell-id to include?

As mentioned previously, there are many cases when the UE may belong to more than one cells simultaneously, such as for LTE carrier aggregation, or in case of dual connectivity. It is unclear whether the GTP-U would list all the cell-id where the UE is currently connected to, and if so how will the CN handle multiple cells per UE simultaneously? In case GTP-U supports only a single cell to be included, it is not clear based on what criteria RAN can select a single cell, given that the UE may be using resources from multiple cells. 

The question also relates to 3G, where UEs may belong to multiple cells for longer period of time due to soft handover. Location info for 3G can be provided by Service area ids, however a service area contains many cells and so it is not clear how a 3G service area can be utilized in the GTP-U solution. 

High signalling load

Including cell-id in GTP-U would imply that handovers are signalled to the GW and/or the PCRF. However, handover signalling results in high signalling impact which may be excessive in typical deployments – this was the motivation for the CNO-ULI work in rel-12. The CNO-ULI enhancements help to drastically reduce the signalling impacts, since the reporting is performed only for the interesting mobility events where the PCRF expects to take action. But CNO-ULI would not apply to a GTP-U based cell-id reporting, hence GTP-U cell-id is expected to provide significantly higher signalling load. 

The fact that GTP-U relies on the user plane to carry the cell-id information does not help to avoid the signalling impact, since the GW and PCRF need to handle the mobility events no matter if the info comes piggybacked to the user plane or in control plane. In fact, handling high signalling load is more efficient in the control plane than in the user plane, since the user plane is optimized for high capacity payload processing rather than for handling piggybacked signalling. 
Inconsistency between parallel location reporting schemes

For location based policies, it is preferable to use the existing location reporting function using GTP-C and Gx. Not only is that enhanced by CNO-ULI signalling optimization, but it is also more accurate as location can be reported independent of uplink packets, and even if UPCON reporting is disabled. However, if we add the UPCON GTP-U based location reporting on top of the existing location reporting, inconsistencies may arise. The GW nodes may have to cope with location based policies from the PCRF which were derived from the GTP-C/Gx location reporting, and in parallel also process GTP-U location reporting. The two location reporting functions might not yield the same info, due to inherent delays and RAN dependencies in the GTP-U reporting solution. Such inconsistencies may lead to high complexity and cost in the implementation, as well as degraded performance due to the fact that the different components in the GW node use different location information. 

Unreliable information about set of UEs per cell
The proposal for GTP-U cell-id reporting suggests taking a joint decision for mitigation policies for the UEs in the same cell. Such a joint decision in the GW node, as opposed to making a decision individually for the UEs, is relevant only if the information on the set of UEs in the given cell is reliably conveyed to the GW.

However, that is not the case: as the figure below suggests, the information about the set of UEs in the cell may be unreliable at the GW for a number of reasons. 

· UEs are distributed between multiple GWs. 

· Some UEs may be roaming.

· GTP-U reporting may be disabled by policy for some UEs. 

· UEs may be handed over when there is no uplink traffic, which would not be reported by GTP-U. 
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As the set of UEs per cell is not reliably known in the GW, any decision which takes this into account is prone to errors. This can give rise to inconsistencies, such as in the following cases. 

· After mobility, a UE’s quality of experience may be inconsistent with those of other UEs in the same cell. If the user re-boots the terminal, the quality of experience may be different, this also leads to inconsistent user experience. 

· GW selection aspects lead to inconsistencies: E.g., load balancing between GWs leads to users having different experience depending on which GW has been randomly assigned to them. 

· GW reconfiguration problems: when an operator decides to deploy more GWs or move them closer to the RAN, the set of UEs in the cell as observed by a GW changes. Hence, it is very difficult to replicate the same behaviour after GW reconfiguration. The operator’s internal GW reconfiguration may lead to performance exposure to the end users. 
Header overhead

The cell-id also introduces an unnecessary per packet header overhead in addition to the basic UPCON GTP-U extra header. Since the packet overhead could simply be avoided, this implies an unnecessary performance degradation under congestion. 

Co-existence with RAN handling

RAN has a number of mechanisms that handle resources on a per cell level. If the CN would also perform joint decisions per cell, the CN algorithm can interfere with the RAN algorithms for per cell handling. Hence per cell level CN decisions may raise co-existence problems with RAN mechanisms independent of the time-scales that are used.  
Proposal

It is proposed to rely on the existing GTP-C/Gx based location reporting procedure, enhanced by CNO-ULI, for location based policy decisions. Based on the discussion above, it is proposed to remove the relevant editor’s note by clarifying that the cell-id is not included in the GTP-U header. It is proposed to document these aspects in the UPCON TR as follows. 

--------------------------------------START FIRST CHANGE------------------------------------------
6.1.5.1
Solution 1.5.1: RAN user plane congestion reporting by GTP-U extension

6.1.5.1.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in a GTP-U header extension of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.  The Cell ID shall not be part of the GTP-U header extension.
NOTE 1: 
For location-specific policies, or to differentiate between different types of cells, the existing location reporting functionality is used. 

The user plane core network nodes such as the GGSN/PGW will inspect the GTP-U header and obtain the congestion information. Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
For the PMIP-based S5/S8 case, the SGW sends a user plane congestion event report to PCRF via the Gxc interface as described in subclause 6.1.5.1.3.1. Alternatively, DSCP/tunnelled DSCP and Network Service Header (NSH) [12] as described in the subclause 6.1.5.1.3.3.2 and subclause 6.1.5.1.3.3.3 respectively can be used to convey the RCI from SGW to PGW.

Editor's Note: It shall be noted that NSH is still an IETF Draft. Depending on the progress of IETF, it will be decided later whether this NSH option can be considered.
The congestion is detected based on the monitoring of the RAN network elements. Once the congestion is detected, the RCI is included in all the uplink GTP-U packets. When the PCRF has subscribed to RCI status reporting, the PGW/GGSN sends a notification to the PCRF in case of a change of the congestion status.
NOTE 2:
In case where there is no uplink traffic, then the current RCI is indicated to the CN once the next uplink packet is sent.
Based on the operator's policy, the PCRF may activate or deactivate the "RCI reporting" on a specific bearer for a given UE as described in subclause 6.1.5.2.2. The RAN node sends the RCI only in those bearers for which the “RCI reporting” has been activated.

NOTE 3: If no PCRF is deployed, the PCEF may activate or deactivate the “RCI reporting” based on static policies.
For the home routed roaming case, the MME may prevent the RCI reporting to specific/all PLMNs other than the VPLMN according to the roaming agreement between VPLMN and HPLMN operators.
In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to generate the congestion information in consideration of RAN sharing configuration.
The CN performs congestion mitigation measures based on received RCI.
6.1.5.1.2
High-level operation and procedures

The solution procedures are the following (see Figure 6.1.5.1.2-1):
0)  Based on the operator's policy, the PCRF may activate the "RCI reporting" on a specific bearer for a given UE as described in subclause 6.1.5.2.2.
 1)
In case a cell is congested and the “RCI reporting” has been activated for one or more bearers, congestion information is included in the uplink data traffic packets (of those bearers) until the congestion abates. The GTP-U packet header includes the RCI (RAN Congestion Information). 

2)
The GGSN/PGW investigates the GTP-U header and obtains the congestion information.

3)
The GGSN/PGW may report the congestion information to other network nodes:

a)
Event reporting over Gx in order to inform the PCRF shall be implemented as defined in the subclause 6.1.5.1.3.1;

b)
RCI transfer to the TDF/AF shall be implemented as defined in the subclause 6.1.5.1.3.3.
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Figure 6.1.5.1.2-1: User-plane congestion management – high-level view.
NOTE:  Step 0) from above description is not shown in the figure.
--------------------------------------END FIRST CHANGE------------------------------------------

--------------------------------------START SECOND CHANGE------------------------------------------

6.1.5.1.5
Impact on existing entities and interfaces

The RAN nodes (BSC/RNC/eNodeB):

· Enhancement of S1-U interface for inclusion of congestion information in uplink packets;

· Enforce the policy of RAN user plane congestion reporting.
NOTE:
Stage 3 header extensions of GTP-U to include congestion information ( RCI) are done by CT4.

The SGW:

· Receive and pass down the policy of RAN user plane congestion reporting;
· In case of PMIP S5/S8, 
· When using Gxc for congestion event reporting, SGW supports congestion event trigger subscription and event report to the PCRF;
· When using NSH/DSCP/tunnelled DSCP for congestion event reporting, SGW copies the RCI information from a GTP-U extension header into the NSH/DSCP/tunnelled DSCP respectively. 
The S4-SGSN/MME:

· Receive and pass down the policy of RAN user plane congestion reporting.
The GGSN/PGW:
· Recognize the congestion indicator;

· Support congestion event trigger subscription and event report to the PCRF;
· Support of enhancements for PCC rules as defined in subclause 6.1.5.1.4.1;

· In case of TDF deployment, support the transfer of RCI to the TDF;
· Support of direct reporting of congestion traffic plane events to the AF;

· Enforce the policy of RAN user plane congestion reporting.

The PCRF:
· Support congestion event trigger subscription and receiving of event report;

· Support congestion reporting to AF
The AF:

· Support subscription to and receiving of congestion traffic plane events;

· Support the congestion mitigation directly or indirectly;

· Support direct reporting of congestion traffic plane events.

The TDF:
· Recognize the congestion indicator;

· Support of enhancements for ADC rules as defined in subclause 6.1.5.1.4.1.

6.1.5.1.6
Solution evaluation
The advantages of the solution are the following: 
-
No architecture impact. There is no new control plane interface and new network element is introduced.

-
No mandatory new signalling is introduced over the control plane. Furthermore, there is no additional signalling in case of mobility or other RAN-related procedures required.
-
Indicates congestion information on a per-bearer granularity.

The disadvantages of the solution are the following:

-
Processing of RCI bring extra burden in the P-GW/GGSN. 
-
A new signalling channel, piggybacked to the user plane, is introduced to the architecture piggybacked over the user plane.
-
Introduce signalling if P-GW/GGSN triggers event report to the PCRF.
Additional considerations:

-
The amount of the information transferred in one uplink packet is limited by the size of the packet.
--------------------------------------END SECOND CHANGE------------------------------------------
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