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Introduction

This paper responds to various areas which have been claimed to be of concern in the context of CN-based UPCON solutions. The paper illustrates why the co-signers of this paper do not consider those to be issues and adds the related evaluation considerations to TR 23.705.
Discussion

The following table lists the various topics that have been claimed to be potential issues for CN-based UPCON solutions and responds to those concerns.

	Item #
	Concerns from doc #
	Description
	Response

	1.
	S2-134010
	Performance Concern – General 
	The related documents mostly discuss user plane congestion mitigation from the perspective of throttling. While this is one strategy to react to congestion, this however not only falls short of requirements established by SA1 about reducing and limiting traffic and the related examples that SA1 have given (“compression images” or “deferring push services”). It also ignores a class of functionalities (including TCP optimization (see TS 23.002), HTTP optimization, image compression, video transcoding/trans-rating, deferring of certain services/data transfers and others) that operators successfully use in their networks today to reduce and limit traffic. Furthermore, it also ignores that operators wish to be able to apply those functionalities more selectively in case the RAN with its existing tools is not able to handle the offered load anymore (i.e. in case of RAN user-plane congestion).

Which mitigation action to apply and which parameters to choose in case of user-plane congestion is a policy decision (and as such a reflection of business and tariff rules) and will therefore vary from operator to operator. For this reason 3GPP decided to only provide the tools for operators to (de)activate policies but left the details of those (e.g. when and how often those can be modified) for operator configuration. This is important to re-emphasize since for this reason also mitigation policies that operators may consider to use for UPCON can only be treated as examples and neither as an exhaustive list nor as a fully standardized functionality (in terms of parameter selection, etc.)

Various tools exist in operator networks today, which enable operators to gather information about the typical traffic mix and the related typical data rates in their networks. The more parameters are taken into account in addition (e.g. time/day of the week, area (urban vs. suburban or rural)) the better the statistical characteristics.

Such statistics enable operators not only to determine which types of applications, services and potentially subscribers contribute most to congestion, it also enables them to select the mitigation actions and related parameters which are in the majority of congestion cases the most promising to apply.

It goes without saying that in general policy decisions need to be applied with some care. However, this is not a new aspect specific to policy decisions which take congestion information into account; this also applies to the existing PCC system. If for instance the bitrates for ALL subscribers were reduced to a very low value, then clearly the serving cells would be operating below their capacity. 

One typical mitigation example is to defer certain services during congestion. An operator can decide to apply this to different subsets of subscribers, e.g. to a certain percentage of the Bronze subscribers in a congested cell (note that this does not require coordination across sessions but can easily be achieved as a per subscriber decision in the PCRF). 

Given that only a subset of the subscribers in the cell and only a subset of their services are being deferred it is safe to assume that there will still be other subscribers and other non-deferred services active in a given cell. Furthermore, given that most services are elastic services (e.g. are based on TCP, which aims at maximizing throughput), the remaining services (of subscribers whose services have not been deferred) will consume the remaining cell capacity. Thus, cell underutilization is very unlikely to occur. 



	2.
	S2-134010
	Performance Concern – Limited Information 
	

	3.
	S2-134010
	Performance Concern – Averaged and delayed information
	

	4.
	S2-134010
	Performance Concern – No mechanisms for setting CN throttling parameters
	

	5.
	S2-134010
	Performance Concern – Sensitivity to traffic and radio fluctuations
	

	6.
	S2-134010
	Performance Concern – Inconsistent congestion handling
	In the existing architecture a single RAN resource is already handling traffic for multiple PGWs, which in turn may receive policies from multiple PCRFs. Already today the PGWs and PCRF can be located in different networks and the respective operators can select very different policies. This has not proved to be an issue, for this reason it is also not obvious why this should be any different if congestion information is taken into account when selecting policies.

Furthermore, for non-roaming UEs the PGWs/TDFs/PCRF within one network would typically apply the same congestion mitigation policies, i.e. there will not be any inconsistent handling.

For network sharing cases – due to the typically limited number of involved partners – it can be expected that sharing partners agree on common measures to apply during congestion. Thus, inconsistent handling can be avoided by agreements amongst sharing partners.

Handling of roaming UEs needs to be addressed in solution-specific contributions. (See separate solution-specific contributions.)

Overall, it can be concluded that this is a non-issue.



	7.
	S2-134010
	Co-existence issue with RAN mechanisms – General
	Typically 3GPP (and other standard bodies) do not specify algorithms for resource management. RAN functions defined by RAN2/3 are not an exception. The details of admission control, scheduling, Mobility Load Balancing (MLB), (e)ICIC, etc., including timescales, thresholds and additional decision criteria, are up to implementation. For example in MLB there is no definition of how the eNB decides when to initiate offload of UEs to a neighbouring eNB, which timescales to use for averaging load information, etc. The same applies to other SON mechanisms. Also the interactions between algorithms are not specified, e.g. between eICIC and MLB.

At the same time, multi-vendor RAN deployments are a reality today. Thus, there is a need to make sure that RAN algorithms from different vendors interoperate (e.g. to support MLB or other functions across eNBs from different vendors). Where needed this is achieved for particular deployments by operators and the involved vendors by (private) interoperability tests and related parameter alignment / tuning.

This is a reality in today’s networks and is a common process for operators and vendors. Mitigation actions that are applied in response to detecting user-plane congestion fall in the same category, i.e. require testing and parameter tuning.

Obviously it would be beneficial if general guidelines could be given. The authors are positive about establishing 3GPP activities for alignment of algorithms between RAN and CN; however, this would require specifying RAN algorithms to a much larger extent compared to today as a starting point.

	8.
	S2-134010
	Co-existence issue with RAN mechanisms – RAN load balancing 
	

	9.
	S2-134010
	Co-existence issue with RAN mechanisms – SON mechanisms may not converge
	

	10.
	S2-134010
	Co-existence issue with RAN mechanisms – Inter-cell interference cancellation
	

	11.
	S2-134010
	Standardization Issues - No clear responsibilities for system performance issues
	

	12.
	S2-134010
	Performance Concern – Oscillating feedback loop
	

	13.
	S2-134012
	Performance analysis
	

	14.
	S2-134010
	Co-existence issue with RAN mechanisms – Link Adaptation
	While the general statements about lack of details for RAN algorithms hold true for this aspect as well, the following can be added:

This topic refers to the selection of the appropriate modulation and coding scheme (MCS). 

Link adaptation is a continuous automatic process with a typical response time of milliseconds. Typically MCS algorithms depend only on the instantaneous channel conditions and are not dependent on and therefore also not sensitive to (natural or enforced by the CN) changes in the offered load. 

Thus, co-existence issues with any type of CN-based mitigation are not foreseen.

	15.
	S2-134010
	Co-existence issue with RAN mechanisms – Parallel execution of RAN and CN traffic differentiation 
	While the general statements about lack of details for RAN algorithms hold true for this aspect as well, the following can be added:

Policy enforcement mechanisms, i.e. mechanisms enabling differentiated traffic treatment, have existed in the CN domain for many releases. Those features enable operators today to for instance throttle traffic for specific applications or perform other traffic treatment; however, the actual details of enforcement, i.e. which policy to (de)activate with which parameters at which point in time are up to operator configuration, i.e. are beyond the scope of 3GPP.  At the same time traffic differentiation features based on different bearers with different QoS parameters have existed in the RAN for multiple releases. 

Typically traffic differentiation in the RAN operates on millisecond time scales, while policies in the Core Network are typically changed less frequently. This mode of operation does not lead to issues in today’s networks There is no intention to change this difference in time scales even when congestion information is taken into account for policy decisions. In other words there is no intention to “follow a dynamic algorithm” (S2-134010) mimicking RAN scheduling behaviour on millisecond basis in the CN.  

As a result, there is no reason to assume this aspect to result in co-existence issues or unpredictable system behaviour.

	16.
	S2-134010
	Co-existence issue with RAN mechanisms – Hiding of RAN cell structure from CN 
	While the general statements about lack of details for RAN algorithms hold true for this aspect as well, some solution specific aspects can be added with respect to hidden cells / UEs consuming resources from multiple cells. They are covered in solution specific contributions as needed.

	17.
	S2-134010
	Standardization Issues -  Problematic to standardize a proprietary solution
	While indeed certain parts of the different congestion reporting solutions are intended to be left beyond scope of 3GPP, all proposed solutions require involvement of multiple network entities. In many deployments operators prefer to be able to select entities from different vendors. For this reason it is key to support congestion reporting also in multi-vendor deployments.



	18.
	S2-134010
	Standardization Issues - Difficulty to introduce future enhancements or corrections
	For many mechanisms in the RAN domain only the interface aspects between nodes have been defined but the semantics of exchanged parameters and the related algorithms (i.e. how exchanged information is used, which timescales are applied, etc.) are intentionally kept beyond the scope of 3GPP. A typical example is the load indicator sent on the X2 interface (see TS 36.423), which supports four different values, while at the same time neither the semantics of those have been specified nor an algorithm been standardized how those values are derived, nor how those values are to be used by implementations.

The same applies to policy control today: the details of pre-defined PCC rules, and also aspects including which policies an operator decides to activate when (or modify how often) based on which input criteria is up to the individual operator. 

The interface aspects of the proposed congestion reporting solutions have been described. As a result, it is not obvious why this approach, which is not different to the existing way PCC and/or many RAN features are described should limit future enhancements and corrections. With the same argument many standards enhancements in the RAN could have been stopped (but actually have not been).


Conclusion

In line with the discussion above, it is proposed to add the following assumptions to TR 23.705.

* * * First Change * * * *

6.1.2
General description, assumptions and principles

These solutions address key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term "congestion" refers to “RAN user plane congestion”. 
The following are assumptions for these solutions:

1. Different mechanisms and mitigation actions applicable in the Core Network may be leveraged by operators to mitigate RAN User Plane Congestion. Those mechanisms may include e.g. traffic avoidance, traffic limiting.
NOTE 1:
RAN congestion information acts as a reliable trigger for some of the mitigation mechanisms described above, such as deferring of services, image compression, blocking of services. For the other mitigation mechanisms, the RAN congestion report will help to selectively activate these mechanisms for a set of subscribers/applications or will allow these mechanisms to take appropriate action based on the severity of the congestion.
2. The appropriate mitigation mechanism as well as selection of the related mitigation parameters (e.g. which services to defer for which subscribers, which RATs to perform image compression on, etc.) to apply, taking the RAN congestion information into account, in case of user-Plane congestion is a policy decision (and as such a reflection of business and traffic rules) and may vary from operator to operator. 
3. Consistent congestion handling should be ensured by operators using appropriate network configuration and policy settings (e.g. for different types of subscribers and/or services). Consistent congestion handling means that for a given congestion level same set of mitigation policies are applied in the given operator's network. This is already being performed in today's networks to a large extent.
4. Co-existence between RAN and CN based solutions can be assured by appropriate network configuration of applicable policies for congestion mitigation, as well as related RAN parameter alignment/tuning.
a. 
Appropriate interoperability tests and related parameter alignment/tuning, both for RAN algorithms and for CN mitigation actions, may be performed, as today, in order to achieve this goal.
b. 
The policies in the Core Network are typically changed on a longer time scale than the traffic differentiation in which the RAN operates in. There is no intention to change this difference in time scales even when congestion information is taken into account for policy decisions In other words there is no intention to mimic RAN scheduling behaviour in the CN.
NOTE 2:
The RAN can take various load balancing mechanisms, e.g. CA, CoMP, dual connectivity, etc., into account before the RAN congestion information needs to be reported to the core network. This is what the RAN parameter alignment/tuning above refer to.
These solutions are based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion.

NOTE:
The RAN implementation for predicting or detecting RAN user plane congestion is outside the scope of 3GPP.

Editor's Note: The semantics of the congestion notification of RAN user plane congestion is FFS.

Editor's Note: It is FFS how different levels of congestion can be derived.

Editor's Note: It is FFS whether per cell or per bearer granularity is used for congestion feedback.

P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block or apply additional mitigation actions to some traffic transmitted to/from impacted users).
P3) The CN is made aware of which users are contributing to and/or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way.

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements.
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information.

P7) Congestion mitigation measures are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.
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