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Abstract of the contribution: This contribution show preliminary simulation results with regard to CN-based solution in UPCON.
Introduction

In UPCON discussion, several issues about CN-based solution have been raised, some of which are about resource underutilization and potential instability or oscillation by combining congestion reporting by RAN and congestion mitigation by CN. This contribution shows preliminary analysis for CN-based congestion mitigation by simulation and discusses resource utilization and the ways to provide effective congestion management.
Discussion
Resource utilization

Figure 1 shows the hourly mobile communication traffic on weekdays in Japan. The highest utilization appears in 23:00 to 24:00 and the lowest appears in 5:00 to 6:00 and the difference is almost 3.5 times! Mobile operators need to provide enough radio resource for the busy hours, so for the other hours, much of the resource is not used at all. Even if the UPCON aims at achieving high utilization during the period of congestion, once it abates, most of the radio resource becomes idle in most of the hours. Resource underutilization is therefore a normal condition and should be acceptable when considering UPCON solutions.
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Figure 1: Averaged mobile traffic (uplink and downlink) on weekdays in Japan (March 2013) [1]

CN-based congestion mitigation
CN-based congestion control utilizes congestion notification from RAN. It is assumed that RAN provides “congestion level” to the CN at the time of congestion and abatement. Based on this information, the CN, for example, throttles downlink traffic in order to mitigate congestion. Figure 2 shows an overview of CN-based congestion control. A typical control scheme is to set the congestion threshold (upper threshold) and the non-congestion threshold (lower threshold) and to maintain the actual resource utilization within the range of the two thresholds by setting the target utilization in between. When RAN congestion is notified by the RAN, the CN throttles down the downlink traffic. If the amount of throttling is not enough, congestion continues (under throttling), whereas if too much traffic is throttled down, the resource utilization is unnecessarily lowered and more importantly, abatement notification is sent to the CN, which may loosen throttling and could bring back congestion situation if the amount of the input traffic does not change. When congestion notifications from the RAN are utilized, adequate traffic control is required in the CN so as to maintain the downlink traffic within the range of the two thresholds.
If the upper threshold is set below 100% of the total capacity (e.g., 70 to 80%), the resource utilization rarely reaches 100%, which could be viewed as resource underutilization. As shown in Figure 1, however, the resource underutilization occurs on a daily basis, which could be much larger than the upper threshold mentioned here. Therefore, the unused resource for congestion mitigation should be acceptable for most operators.

[image: image2]
Figure 2: CN-based congestion control in UPCON
Simulation environment and scenarios
In order to discuss the requirements for the CN-based traffic control described above, preliminary simulations are conducted.

Figure 3 shows the network topology used in the simulation, which is composed of one eNB in the RAN, one routing node in the CN, two traffic sources (servers) and 16 destinations (UEs). Blue lines show network topology, where dotted lines show air links, and green lines show application flows (CBR) from the servers to the destinations.
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Figure 3: Simulation network topology and application flows
Input traffic
Figure 4 shows the input traffic pattern that is observed by the RAN in the simulation. One CBR flow has 512-byte packets (payload) with the interval of 1msec (400kbps). Traffic increases by 400 Kbps every 10 seconds up to the 150th second. After that, it is maintained up to the 200th second, and then reduced to zero until the end.
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Figure 4: Input traffic pattern
Traffic control scheme

There are a variety of sophisticated schemes to control the traffic for congestion mitigation and the following is an example of the simplest ones.
· Objective: 
Non-congestion threshold (Th_l) < Target resource utilization ratio (Ur_target) < Congestion threshold (Th_u)
· Traffic control scheme:
1. Resource utilization ratio is measured in the RAN at every 100msec and if the resource utilization crosses either of the thresholds (state change), the RAN notifies the CN about the throttle ratio, which is calculated below:
· Case (1): the current resource utilization ratio (Ur_curr) exceeds the Congestion threshold (Th_u)

If (Ur_curr > Th_u ), then the throttle ratio (Δr) = Ur_target / Ur_curr
· Case (2): the current resource utilization ratio goes under the Non-congestion threshold (Th_l)

If (Ur_curr < Th_l ), then the throttle ratio (Δr) = Ur_target / Ur_curr
2. When the CN receives the congestion status with the above information, it controls the traffic as follows:
· In Case (1), the CN reduces the traffic so that it falls back into the range of the two thresholds.
· In Case (2), the CN increases the traffic so that it falls back into the range of the two thresholds.
If the target resource utilization ratio (Ur_target) is given and known by the CN, the RAN only has to inform the CN about the current utilization ratio (Ur_curr) when it crosses either of the thresholds.
Simulation results

Scenario 1: no congestion control
In this scenario, no congestion control is performed in the CN. If the servers keep sending more traffic than the RAN can accept, some of it will be discarded due to buffer overflow in the RAN.
Figure 5 shows the input traffic to the RAN (blue line) and the sum of successfully received (goodput) traffic to all the UEs (orange line). The data from the CN starts dropping around the 80th second and the data arrival ratio decreases accordingly. The data arrival ratio, which is given as the goodput traffic divided by the input traffic, is also shown (grey line). Figure 6 shows the Resource Block (RB) utilization during the simulation period, where we can see it starts exceeding 1.0 around the 80th second.
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Figure 5: Time transition in transmitted and received data without congestion control
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Figure 6: Time transition in RB utilization
Scenario 2: congestion control with moderate target utilization
In this scenario, the congestion control is performed with the following parameter set:
· Non-congestion threshold (Th_l) =75

· Target resource utilization ratio (Ur_target) =80
· Congestion threshold (Th_u)=85
Figure 7 shows the input traffic to the RAN (blue line), the goodput traffic (orange line) and the data arrival ratio (grey line). Compared to Scenario 1, the data arrival ratio maintains 1.0, which means that the discarded traffic is largely decreased in the RAN. The goodput starts fluctuating after the 60th second, but the system is stable all through the simulation period. By applying an adequate traffic control scheme (as explained above), oscillation can be avoided even if the congestion mitigation is performed in the CN.
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Figure 7: Tim transition in transmitted and received data with congestion control 
(non-congestion / target / congestion=75 / 80 / 85)
Figure 8 shows the time transition of the RB utilization during the simulation period and we can see that after the 60th second, it keeps around 80%, which is the target utilization ratio.
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Figure 8: Time transition in RB utilization
Scenario 3 congestion control with high target utilization
In this scenario, the congestion control is performed with a different parameter set as follows:

· Non-congestion threshold (Th_l) =70
· Target resource utilization ratio (Ur_target) =80
· Congestion threshold (Th_u)=90
The target utilization ratio is the same, but the gap between the two thresholds is a little wider. Figure 9 shows that after the 60th second, the goodput ratio is slightly lower than that in Scenario 2, but the fluctuation becomes smaller. The wider gap reduces the frequency of traffic control (less number of crossing thresholds), but accepts lower performance due to the lower non-congestion threshold. Figure 10 show the RB utilization ratio also shows slightly lower values on the average. This scenario also shows the same stability of the system all through the simulation period.
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Figure 9: Time transition in transmitted and received data with congestion control 
(non-congestion / target / congestion= 70 / 80 / 90)
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Figure 10: Time transition in RB utilization
Remarks

It makes much sense to aim at high utilization at the RAN level, which manages the radio resource in the order of micro-seconds. On the other hand, when considering the large deviation in hourly mobile traffic, a certain level of underutilization should be acceptable for UPCON solutions that are focusing on mid-to-long term congestion and abatement.

By applying an adequate traffic control scheme, which is not necessarily complex, it is feasible enough to avoid oscillation for CN-based solutions. If RAN can provide the current resource utilization ratio, which is regarded as the “congestion level”, to the CN at the time of congestion or abatement, the CN can keep the downlink traffic within the range of congestion and non-congestion thresholds.
There is a balancing point between the RAN resource utilization ratio and goodput traffic. By setting adequate target utilization ratio and congestion/abatement thresholds, the operator can control this point as appropriate.
Reference 
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Appendix
Simulation setting

	Parameters
	Values

	Simulator
	QualNet 6.1

	Simulation time
	250 sec

	Number of user equipment
	16

	Number of eNB
	1

	Number of servers (node)
	2

	PHY layer model
	LTE PHY

	Propagation model
	2 ray model

	Link speed
	100.0Mbps (wired segment) / 
10.0 Mbps (airlink segment)

	MAC Protocol
	LTE MAC

	Network Protocol
	IPv4

	CBR payload size
	512 bytes

	Default transmission interval
	1 msec

	Measurement interval (RAN)
	100 msec

	Flow control interval (node)
	100 msec
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